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Abstract

Recent years have seen electric power systems transitioned to become more sustainable

through the incorporation of Renewable Energy Resources (RES), such as wind and solar.

RESs interfaced to the grid via fast-acting Power Electronic (PE) converters are therefore

gradually replacing conventional generators. Unlike Synchronous Generators (SGs) that

have well-defined mechanisms for frequency and voltage support provision, Converter-

Interfaced Generators (CIGs) lack these support features inherently. This leads to more

volatile system dynamic response when faced with contingencies due to the lack of reactive

power support and the low inertia levels. The large excursions in frequency and voltage

during such events affect the operational stability and security, potentially resulting in

cascading failures and total system collapse. Therefore, there is a great necessity for

mechanisms to increase the resilience of power systems.

In this respect, Microgrids (MGs) present a revolutionary step in the electric power system

infrastructure and operation due to their ability to split from the bulk network and form

self-sufficient islands. MGs can enhance the system resilience by forming islands during

extreme conditions in the bulk grid, thus ensuring power supply continuity to customers.

However, this can only be achieved if MG security is ensured before, during and after

an islanding event. The MG should be able to survive the system transients, preventing

generator disconnections due to action of device protection systems – a scenario that can

result in cascading disconnections.

This thesis proposes a set of optimisation-based algorithms for investment and opera-

tion planning of MGs that ensure the security in grid-connected mode, islanded mode,

as well as the transitions between the two. The first part of the thesis investigates vari-

ous formulations of Optimal Power Flow-based (OPF) planning models for MGs. Convex

relaxations, restrictions and approximations are investigated for tractability and their ap-

plicability to MG networks is assessed. Moreover, the issues of uncertainty due RES and

load demand variations are analysed and tackled using two proposed methods, a stochas-
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tic approach incorporating machine learning clustering techniques and a distributionally

robust technique using linear decision rules. Finally, the proposed MG optimisation mod-

els are then enhanced to include security requirements for both steady-state operation as

well as transient frequency and voltage response during islanding.

Using an analytical formulation for the transient frequency response metrics, an iterative

bound-tightening strategy is first proposed to solve a MG planning model consisting

of both static and transient security metrics. The same problem is also tackled with

a decomposition-based approach using dual cutting planes and sensitivities to frequency

support parameters of the different generators. Finally, a dynamic optimisation approach

with sequential transient constraint transcription based on time-domain simulations of

the MG operation is proposed, incorporating security constraints for both frequency and

voltage transient operation in an operational planning problem. All three algorithms

investigate both infrastructural enhancement and operational flexibility mechanisms that

can be adopted to enhance system performance. Moreover, the algorithms developed

ensure cost effective and secure operation of the MG in the pre-islanding, post-islanding

and during the event-triggered unscheduled transition to islanded state.

The proposed algorithms are tested on MG networks with both CIGs and SGs. The

computations and simulations are performed on benchmark low-voltage and medium-

voltage distribution networks, as well as the real MG network of Alderney Island.

v



Acknowledgement

The success of this journey has been a result of many people to whom I wish to convey

my utmost gratitude.

First and foremost, I would like to express my deepest gratitude to my supervisor Dr.

Petros Aristidou, for the unlimited support provided to me during my PhD studies. I am

forever grateful for the patience, generosity and time he devoted to guide me through my

research. More especially for his experience, inspiration and encouragement through all

the challenges along the way. I am indeed forever indebted.

My deepest gratitude also goes to Dr. Shahab Dehghan for his immense support during

my PhD. For the discussions and countless hours he dedicated to review my work. His

intelligence, enthusiasm and eye for perfection provided great encouragement. Of course,

the food ideas and witty humour made even the most complex discussions a walk in the

park. I will always value his professionalism and friendship awarded to me.

Special thanks go to my second supervisor Prof. Kang Li for the valuable comments

on my research work. I have also had the great fortune to fruitfully collaborate with

different researchers along this journey. I would especially like to thank Prof. Jon Lovett

for giving me the opportunity to contribute to the CRESUM-HYRES project. I benefited

greatly from the discussions with the team as and the field work done both in the UK

and abroad. Another special thanks go to my co-authors Prof. Thierry Van Cutsem,

Prof. Gabriela Hug and Dr. Uros Markovic for the valuable discussions and comments

on my work that helped me improve the quality of my research.

I would like to thank the University of Leeds for financially supporting my PhD studies

during the three years of my research. Many thanks to the Funds for Women Graduates

for the support towards the completion of my thesis.

Even though the pandemic robbed me of many great moments with my colleagues, I still

enjoyed the time we had together at office. I would like to thank my group-mates and

vi



colleagues with whom I shared an office for the great discussions and support.

Thanks to all my friends in both in Uganda and the United Kingdom for being there and

sharing many memorable moments with me. In particular, I want to thank Paul for his

constant support in many ways especially during my final year. Mike, our brief coffee

sessions were always packed with loads of wisdom to share. Ambreen, thanks for always

sharing your kindness with me, we have literally walked this journey together from the

start. And to Regina, Wilson and Brenda, for our very long phone calls and chats that

were always filled with loads of laughter.

Finally, my deep appreciation goes to my family for their constant encouragement and

inspiring me to live, serve and for making my life worthwhile. My siblings, Rachel, Angela,

Ann, Grace, Peter, Jim and Harriet, you have been my rock through this journey. Last

but not least, I thank my mother, Geraldine Nansamba Ssemwezi, I am who I am because

the strong person she is.

vii



To my father James and brother Jim, in loving memory.



Contents

Abstract iv

List of Acronyms xv

List of Figures xviii

List of Tables xxi

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Microgrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Overview Security and Resilience of Power Systems . . . . . . . . 4

1.1.3.1 Definition of Key Terms . . . . . . . . . . . . . . . . . . 4

1.1.3.2 Leveraging microgrids for power grid resilience support . 6

1.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.4 Publications List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Thesis Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

I Microgrid Modelling, Control and Security 17

2 Microgrid Security Analysis and Control Support 19

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Framework for Security Analysis . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 System Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.2 System Response and Evaluation . . . . . . . . . . . . . . . . . . 22

2.2.3 Performance Enhancement . . . . . . . . . . . . . . . . . . . . . . 22

ix



CONTENTS

2.3 Secure and Resilient Microgrid Operation . . . . . . . . . . . . . . . . . . 23

2.3.1 Resilient Microgrid Operation . . . . . . . . . . . . . . . . . . . . 24

2.3.2 Grid Performance Requirements . . . . . . . . . . . . . . . . . . . 25

2.3.2.1 Fault Ride-Through Capability . . . . . . . . . . . . . . 26

2.3.2.2 Frequency Requirement . . . . . . . . . . . . . . . . . . 26

2.3.2.3 Voltage Requirement . . . . . . . . . . . . . . . . . . . . 27

2.3.3 Frequency Support . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3.3.1 Frequency Control in Synchronous Generators . . . . . . 29

2.3.3.2 Frequency Control in Converter-Interfaced Generators . 30

2.3.4 Voltage Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.4.1 Voltage Control in Synchronous Generators . . . . . . . 33

2.3.4.2 Dynamic Voltage Support in Converter-Interfaced Gener-

ators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.5 Converter Based Generator Model . . . . . . . . . . . . . . . . . . 35

2.3.6 Operational Planning . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Power Flow Models in Active Distribution Networks 41

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2 Formulations of the Optimal Power Flow Problem . . . . . . . . . . . . . 46

3.2.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.2 Non-Convex Extended AC Optimal Power Flow . . . . . . . . . . 46

3.2.2.1 Generic AC Power Flow Model . . . . . . . . . . . . . . 47

3.2.2.2 Technical Constraints . . . . . . . . . . . . . . . . . . . 48

3.2.3 Convex Reformulations of the AC Power Flow Problem . . . . . . 49

3.2.3.1 Adapted DistFlow Relaxation . . . . . . . . . . . . . . . 50

3.2.3.2 Modified Lin-DistFlow Relaxation . . . . . . . . . . . . 50

3.2.3.3 Extended DistFlow Relaxation with Line Shunts . . . . 51

3.2.3.4 Augmented DistFlow with Line Shunts . . . . . . . . . . 52

3.3 Model Feasibility Assessment . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3.1 Optimality gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3.2 Average normalised deviation from NLP . . . . . . . . . . . . . . 54

3.3.3 Normalized constraint violation . . . . . . . . . . . . . . . . . . . 54

3.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4.1 System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4.2 Optimality gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

x



CONTENTS

3.4.3 Deviations from local optimality . . . . . . . . . . . . . . . . . . . 56

3.4.4 Constraint Violation . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4.5 Computational Performance . . . . . . . . . . . . . . . . . . . . . 58

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

II Steady-State Security and Uncertainty Handling 61

4 A Stochastic Investment Planning Model for Designing Sustainable Is-

land Microgrids 63

4.1 Dealing with Uncertainty in Microgrid Planning . . . . . . . . . . . . . . 64

4.1.1 Stochastic Optimisation . . . . . . . . . . . . . . . . . . . . . . . 64

4.1.2 Robust Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1.3 Distributionally Robust Optimisation . . . . . . . . . . . . . . . . 66

4.2 Related Works and Contributions . . . . . . . . . . . . . . . . . . . . . . 67

4.3 Formulation of Stochastic Planning Model . . . . . . . . . . . . . . . . . 68

4.3.1 Modelling Preliminaries . . . . . . . . . . . . . . . . . . . . . . . 68

4.3.2 A Data Clustering Technique . . . . . . . . . . . . . . . . . . . . 69

4.3.3 Problem Model Formulation . . . . . . . . . . . . . . . . . . . . . 70

4.3.3.1 Objective Function . . . . . . . . . . . . . . . . . . . . . 71

4.3.3.2 Operational Constraints . . . . . . . . . . . . . . . . . . 71

4.4 Case Study-Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.2 Input Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4.3 Simulation Results and Analysis . . . . . . . . . . . . . . . . . . . 77

4.4.3.1 Costs Analysis of the Investment Alternatives under Dif-

ferent Risk Levels . . . . . . . . . . . . . . . . . . . . . . 77

4.4.3.2 Sensitivity of Investment Decisions to Carbon Emission

Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.3.3 Sensitivity of Investment Decisions to Number of Repre-

sentative Days . . . . . . . . . . . . . . . . . . . . . . . 80

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5 A Data-Driven Optimisation Model for Designing Islanded Microgrids 83

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2 Distributionally Robust Planning Model . . . . . . . . . . . . . . . . . . 86

5.2.1 Modeling Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . 86

xi



CONTENTS

5.2.2 Ambiguity Set Model for Uncertain Power Injections . . . . . . . 88

5.2.3 Extended Formulation of the Planning Model . . . . . . . . . . . 89

5.2.4 Compact Matrix Formulation . . . . . . . . . . . . . . . . . . . . 92

5.2.5 Transformation of the Worst-Case Expectation . . . . . . . . . . . 92

5.3 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3.1 Defining the Decision Rules . . . . . . . . . . . . . . . . . . . . . 93

5.3.2 Problem Reformulation with linear decision rules . . . . . . . . . 94

5.3.3 Applying Duality Theory . . . . . . . . . . . . . . . . . . . . . . . 96

5.4 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4.1 Test System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4.2 Optimal Solution Versus Budget of Uncertainty . . . . . . . . . . 99

5.4.3 Optimal Solution Versus Number of Representative days . . . . . 99

5.4.4 Computational Performance . . . . . . . . . . . . . . . . . . . . . 101

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

III Transients-Aware Planning Methodologies 103

6 Inertia-Aware Investment and Operational Planning Models for Micro-

grids 105

6.1 Introduction and Related Work . . . . . . . . . . . . . . . . . . . . . . . 106

6.2 Modelling Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.3 Analytic Formulation of the Transient Frequency Metrics . . . . . . . . . 113

6.4 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.4.1 Compact Formulation under Static Constraints . . . . . . . . . . 116

6.4.2 Three-Stage Solution Algorithm . . . . . . . . . . . . . . . . . . . 117

6.4.2.1 Stage 1: Solving the Static Investment Planning Problem 117

6.4.2.2 stage 2: Evaluating Transient Frequency Security . . . . 118

6.4.2.3 Stage 3: Tightening Power Exchange with the Main Grid 119

6.5 Extended Formulation under Static and Transient Frequency Constraints 119

6.5.1 Extended Formulation under Static Constraints (Stage 1) . . . . . 119

6.5.1.1 Investment . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.5.1.2 Grid-Connected Operation . . . . . . . . . . . . . . . . . 120

6.5.1.3 Islanded Operation . . . . . . . . . . . . . . . . . . . . . 122

6.5.2 Formulation of the Transient Security Problem (Stage 2) . . . . . 125

6.5.3 Bound Tightening (Stage 3) . . . . . . . . . . . . . . . . . . . . . 126

6.6 Description of Study Network . . . . . . . . . . . . . . . . . . . . . . . . 126

xii



CONTENTS

6.7 Case studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.7.1 Analysis of Expected Investment and Operational Costs . . . . . 129

6.7.2 Transient Security Analysis . . . . . . . . . . . . . . . . . . . . . 131

6.7.3 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.7.3.1 Representative Days . . . . . . . . . . . . . . . . . . . . 134

6.7.3.2 Operational Flexibility . . . . . . . . . . . . . . . . . . . 134

6.7.4 Out-of-sample Performance . . . . . . . . . . . . . . . . . . . . . 137

6.7.5 Computational Effort and Scalability . . . . . . . . . . . . . . . . 137

6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

7 A Decomposition Strategy for Inertia-aware Planning Models 141

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.2 Dealing with Mixed Integer Nonlinear Programming Problems Using De-

composition Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7.2.1 Primal decomposition/Cuts . . . . . . . . . . . . . . . . . . . . . 146

7.2.2 Dual Decomposition/Cuts . . . . . . . . . . . . . . . . . . . . . . 147

7.2.3 Decomposition Techniques . . . . . . . . . . . . . . . . . . . . . . 147

7.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.3.1 Frequency Response Model . . . . . . . . . . . . . . . . . . . . . . 149

7.3.2 Compact Formulation . . . . . . . . . . . . . . . . . . . . . . . . 150

7.4 A Decomposition Strategy for Inertia-Aware MG Planning based on Dual

Cutting Planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.4.1 Algorithm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.4.2 Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.5 Case Study Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.5.1 Planning Costs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.5.2 Dynamic Performance . . . . . . . . . . . . . . . . . . . . . . . . 159

7.5.3 Computational Performance . . . . . . . . . . . . . . . . . . . . . 161

7.5.4 Sensitivity to Variation in Security Thresholds . . . . . . . . . . 162

7.5.5 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

8 Resilient Microgrid Scheduling with Steady-State and Transient Fre-

quency and Voltage Security 169

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.2 Frequency and Voltage Security Criteria . . . . . . . . . . . . . . . . . . 173

8.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

xiii



CONTENTS

8.3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

8.3.2 Design of the Transient Security Constraints . . . . . . . . . . . . 178

8.3.2.1 Frequency Transient Constraints . . . . . . . . . . . . . 178

8.3.2.2 Voltage Transient Constraints . . . . . . . . . . . . . . . 179

8.3.3 Static Operation Constraints . . . . . . . . . . . . . . . . . . . . . 180

8.3.4 Solution Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 183

8.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

8.4.1 System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

8.4.2 Preventive Power Rescheduling . . . . . . . . . . . . . . . . . . . 187

8.4.3 Transient Security Performance . . . . . . . . . . . . . . . . . . . 188

8.4.4 Effect to System Costs . . . . . . . . . . . . . . . . . . . . . . . . 190

8.4.5 Computational Performance . . . . . . . . . . . . . . . . . . . . . 191

8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

9 Conclusions and Outlook 193

9.1 Summary of Work and Main Conclusions . . . . . . . . . . . . . . . . . . 193

9.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Appendices 197

Appendix A Network Parameters 198

A.1 Alderney Electricity Network . . . . . . . . . . . . . . . . . . . . . . . . 198

A.2 Modified IEEE 34-Bus Network . . . . . . . . . . . . . . . . . . . . . . . 200

A.3 Modified CIGRE 18-Bus European Low Voltage Network . . . . . . . . . 203

A.4 30-Bus Medium Voltage Network . . . . . . . . . . . . . . . . . . . . . . 205

Bibliography 208

xiv



List of Acronyms

ADN Active Distribution Network

AEL Alderney Electricity Limited

AHC Agglomerative Hierarchical Clustering

AVR Automatic Voltage Regulator

BFM Branch Flow Model

BIM Bus Injection Model

CF Capacity Factor

CIG Converter Interfaced Generators

CoI Center-of-Inertia

CRF Capital Recovery Factor

DAD Differential-Algebraic-Discrete

DER Distributed Energy Resources

DN Distribution Networks

DRO Distributionally Robust Optimisation

DSA Dynamic Security Analysis

ENTSO-E European Network of Transmission System Operators

ES Energy Storage

FRT Fault Ride-Through

HFRT High-Frequency Ride Through

xv



CONTENTS

HILF High-Impact Low-Frequency

HVRT High-Voltage Ride Through

IR Inertia Response

LCOE Levelized Cost of Energy

LDRs Linear Decision Rules

LFRT Low-Frequency Ride Through

LIHF Low-Impact High-Frequency

LV Low Voltage

LVRT Low-Voltage Ride Through

MGs Microgrids

MILP Mixed-Integer Linear Programming

MINLP Mixed-Integer Non Linear Programming

MISOCP Mixed-Integer Second-Order Cone Programming

MV Medium Voltage

NLP Non-Linear Programming

NP Non-deterministic Polynomial-time

OPF Optimal Power Flow

PCC Point-of-Common-Coupling

PFC Primary Frequency Control

PSS Power System Stabiliser

PV Photo-Voltaic

PWL Piece-Wise Linearisation

RES Renewable Energy Sources

RO Robust Optimisation

RoCoF Rate-of-change of frequency

SFC Secondary Frequency Control

xvi



CONTENTS

SG Synchronous Generator

SO Stochastic Optimisation

SoC State-of-Charge

SOCP Second-Order Cone Programming

SSA Static Security Analysis

TFC Tertiary Frequency Control

UC Unit Commitment

VSM Virtual Synchronous Machine

xvii



List of Figures

1.1 Illustration of a microgrid network. . . . . . . . . . . . . . . . . . . . . . 4

1.2 Thesis organisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Frequency ride-through profile and regions for frequency support from DERs. 26

2.2 Voltage ride-through profile and regions for voltage support from DERs. . 28

2.3 Block diagram of a reheat turbine governor model for a synchronous gen-

erator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Modified diesel generator governor (DEGOV) model. . . . . . . . . . . . 29

2.5 Active power support requirement during primary frequency response. . . 32

2.6 P-Q capability diagrams for steady-state voltage support . . . . . . . . . 32

2.7 Block diagram of an exciter and AVR model of a synchronous generator. 33

2.8 Voltage support regions during fault ride-through conditions . . . . . . . 35

2.9 Converter Interfaced Generator model. . . . . . . . . . . . . . . . . . . . 36

3.1 Illustration of a linear approximation (green area), convex relaxation (red

area) and convex restriction (yellow area) for a non-convex space (blue area). 44

3.2 The Π model of the line and notation used in OPF formulation. . . . . . 45

3.3 Modified IEEE 34 bus network . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Optimality gap of each model w.r.t the total operational cost of the AC

NLP solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5 Voltage deviations of the different relaxations to the local solution of the

NLP model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.6 Power flow deviations of the different relaxations to the local solution of

the NLP model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.7 Power injection deviations of the different relaxations to the local solution

of the NLP model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.8 Violations in the hyperbolic SOCP constraint (3.3b) for the convex rela-

tions DF, ExDF and ExAgDF for all the lines and time periods. . . . . 58

xviii



LIST OF FIGURES

4.1 The AEL network one-line diagram. . . . . . . . . . . . . . . . . . . . . . 74

4.2 Yearly profiles of load demands and solar/wind power generations on Alder-

ney island in 2013. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Best, nominal, and worst representative days for load demand, solar and

renewable power generation on Alderney island considering one represen-

tative day. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.4 Total costs for all cases considering best, nominal and worst representa-

tive days i.e., risk-seeker, risk-neutral and risk-averse planning scenarios

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.5 Sensitivity of total costs for hybrid Cases C4, C5, and C6 to the inclusion

of carbon emission limits of the diesel generators. . . . . . . . . . . . . . 79

4.6 Sensitivity of total costs for Case C6 to the number of representative days. 80

5.1 Modified European CIGRE low voltage network. . . . . . . . . . . . . . 98

5.2 Total costs under different number of representative days for DRO and SO

models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.1 Uniform system frequency dynamics model [1] . . . . . . . . . . . . . . . 114

6.2 Proposed three-stage inertia-aware MG planning algorithm. . . . . . . . . 118

6.3 Modified CIGRE European low voltage network. . . . . . . . . . . . . . . 126

6.4 Demand and solar power generation patterns (four representative days). . 128

6.5 Total costs for deterministic and stochastic models in Cases 1, 2 and 3. . 131

6.6 System performance in terms of the transient frequency metrics for dif-

ferent iterations of the proposed algorithm including four representative

days. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.7 MG CoI frequency response after an abrupt islanding event at hour = 20

for each of the three cases studied. . . . . . . . . . . . . . . . . . . . . . 133

6.8 Total costs for different representative days in Cases 2 and 3. . . . . . . . 135

6.9 Sensitivity of curtailed load penalty to the presence of flexible loads for

different representative days in Case 2. . . . . . . . . . . . . . . . . . . . 136

6.10 Sensitivity of investment and operational costs to the presence of flexible

loads for different representative days in Case 3. . . . . . . . . . . . . . . 136

7.1 Illustration of the cutting planes and branching concepts. . . . . . . . . 145

7.2 Proposed decomposition algorithm for inertia-aware MG planning (where

variables are differentiated with A1(blue), A2(purple), and both A1 and

A2(black)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

xix



LIST OF FIGURES

7.3 Metric variation in each algorithm with respect to the (a) RoCoF, (b)

nadir and (c) quasi steady-state frequency considering all hours in four

representative days. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.4 Impact of the transient frequency constraints on active power exchange

with the grid for the different algorithms (-/+ indicate power export/import).162

7.5 Evolution of the CoI frequency for the different algorithms for 15 seconds

after the grid disconnection at hour 68. . . . . . . . . . . . . . . . . . . . 162

7.6 Variation of the normalised aggregated inertia and damping constants for

different threshold levels of the frequency security metrics. . . . . . . . . 163

7.7 Medium voltage 30-bus test network. . . . . . . . . . . . . . . . . . . . . 165

8.1 DER frequency (a) and voltage (b) FRT profile and support regions with

grid fault occurring at time t0. . . . . . . . . . . . . . . . . . . . . . . . . 174

8.2 Proposed Algorithm for microgrid scheduling with transient frequency and

voltage security constraints. . . . . . . . . . . . . . . . . . . . . . . . . . 184

8.3 One-line diagram of test system. . . . . . . . . . . . . . . . . . . . . . . . 186

8.4 Solar power generation and load demand profiles. . . . . . . . . . . . . . 186

8.5 Scheduling of active and reactive power exchanged with the grid for the

different planning cases ( (+) indicates power import and (-) indicates

power export). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

8.6 Box-Plots showing the distribution of the transient frequency security met-

rics for all hours based on the CoI frequency model. . . . . . . . . . . . . 188

8.7 Box-Plots showing the distribution of the transient voltage security metrics

at the local generators for all hours. . . . . . . . . . . . . . . . . . . . . . 189

8.8 CoI frequency trajectories during operation in hours 10 (blue), 19 (green),

20 (yellow), and 21 (orange) for the Base case and Case 3 operation with

a disconnection at time 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . 190

8.9 Voltage trajectories at the terminals of SG G4 and CIG PV16 at hour 19

for unintentional islanding at time 1 s. . . . . . . . . . . . . . . . . . . . 190

xx



List of Tables

1.1 Description of key terms in power system operation. . . . . . . . . . . . . 5

2.1 Comparison between operational and infrastructural resilience measures.

[2–4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 ENTSO-E recommended parameters for frequency ride-through of DERs

for the synchronous zone of continental Europe . . . . . . . . . . . . . . . 27

2.3 IEEE Standard 1547 recommended parameters for voltage ride-through of

DERs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4 Turbine-governor model parameters . . . . . . . . . . . . . . . . . . . . . 30

2.5 CIG model parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.1 Computation time, optimal cost and average variations of the different

algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.1 Investment costs of different technologies . . . . . . . . . . . . . . . . . . 77

4.2 Investment decisions and LCOE values for all case studies with the best,

worst and nominal representative days. . . . . . . . . . . . . . . . . . . . 78

4.3 Investment plans and LCOE values considering carbon emission limits for

Cases C4, C5 and C6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.4 Comparison of Case C6 investment plans under different representative days. 81

5.1 Investment costs of different technologies . . . . . . . . . . . . . . . . . . 98

5.2 Variation of investment costs, decisions, and operating costs with the bud-

get of uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Investment decisions under DRO and SO models for increasing represen-

tative days and Γ = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1 Generator Control Parameters and Investment Costs . . . . . . . . . . . 127

6.2 System Operation Costs . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

xxi



LIST OF TABLES

6.3 Load Parameters (F: Flexible, C: Constant) . . . . . . . . . . . . . . . . 128

6.4 Cost comparison with variation in main grid capacity for Case 1: MG

Planning without Islanding Constraints . . . . . . . . . . . . . . . . . . . 129

6.5 Planning Costs for Case 2 (Final Cost in Blue) and Case 3 (Final Cost in

Green) Including Four Representative Days. . . . . . . . . . . . . . . . . 130

6.6 Aggregated corrective power deviations at each iteration including four

representative days in Case 3 . . . . . . . . . . . . . . . . . . . . . . . . 133

6.7 Investment costs and decisions considering Cases 2 and 3 for different rep-

resentative days . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.8 Comparison Between Out-of-Sample and In-Sample Total Operational Costs

and Design Feasibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.9 Computation Time for Different Representative Days . . . . . . . . . . . 138

7.1 Comparison of optimal costs and decisions, inertia support and computa-

tional performance for each algorithm for four representative days. . . . . 159

7.2 Planning costs and decisions with tighter transient security bounds on

RoCoF (Case B: Tightening RoCoF to 0.5 Hz/s). . . . . . . . . . . . . . 164

7.3 Planning costs and decisions with tighter transient security bounds on

quasi steady-state frequency (Case C: Tightening quasi steady-state fre-

quency deviation limit to 0.1 Hz). . . . . . . . . . . . . . . . . . . . . . 164

7.4 Planning solutions for the 30-bus network with varying RoCoF thresholds. 166

8.1 Operational costs incurred the planning case studies . . . . . . . . . . . 191

A.1 Alderney HV network connections and line parameters . . . . . . . . . . 199

A.2 Modified IEEE 34-Bus network connections and line parameters . . . . . 200

A.3 Modified IEEE 34-Bus load parameters . . . . . . . . . . . . . . . . . . . 201

A.4 Modified CIGRE 18-bus network line parameters . . . . . . . . . . . . . 203

A.5 Modified CIGRE 18-bus network load parameters . . . . . . . . . . . . . 203

A.6 30-Bus test network connections and line parameters . . . . . . . . . . . 205

A.7 30-Bus test network load parameters . . . . . . . . . . . . . . . . . . . . 206

xxii





Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Motivation

The electric power system has for the last decades seen a transformation of generation

systems, transmission and distribution networks facilitated by the invent and maturity

of new technologies as well as diversification of primary energy supply sources. Current

energy systems have seen a proliferation of several distributed generation units located

much closer to load demand. Distributed Energy Resources (DER) are majorly powered

by renewable energy sources and interfaced to the network through fast-acting power

electronic devices that bring with them numerous grid support capabilities. DERs greatly

increase the flexibility of the grid providing power reserves, ancillary services and in cases

attenuating the heavy financial requirement needed in grid expansion programmes. This

flexibility is vital in ensuring system adequacy, security and resilience during the various

operation scenarios.

One of the most important engineering challenges of the century is the design of resilient

infrastructure that can survive extreme events and continue to provide services during

critical outages. The resilience of an energy system entails its capacity to tolerate dis-

turbances and continue to deliver affordable energy services to consumers [5]. A resilient

system is able to downgrade its functionality as well as alter its structure in an agile

manner without collapsing. System operators normally perform ‘N-1’ or ‘N-k’ security

analyses to ensure that the system is able to survive all possible credible contingencies.
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However, catastrophic events for example major grid faults, extreme weather conditions

and cyber attacks are less predictable and can result in wide-scale disruptions, cascading

failures and system black-outs. Such disturbances do not usually qualify for the ‘N-k ’

security analyses. This necessitates the adoption of robust and adaptive solutions re-

thinking either operational measures or network infrastructure reinforcement measures

to enhance resilience of the electricity grid and ensure survivability during major contin-

gencies. In power system infrastructural planning, operators may opt to upgrade existing

equipment and adopt more robust designs and materials that are less vulnerable to a

specified set of contingencies. During system operation however, the solution requires

the design and adoption of control measures that can ensure adaptability, flexibility and

fast recovery of power supply to the load demand in the event of a major contingency.

One of the key technologies proposed to enhance the resilience of the electricity grid is

the use of Microgrids (MGs). A MG, as defined in [6], refers to “a group of interconnected

loads and distributed energy resources with clearly defined electrical boundaries that acts

as a single controllable entity with respect to the grid and can connect and disconnect

from the grid to enable it to operate in both grid-connected or island modes”. They are

able to concurrently provide both infrastructural and operational measures as they split

from the grid into self-sufficient islands ensuring continuity of supply [7]. Moreover, their

inherent DERs ensure increased flexibility in the grid that can be leveraged in the design

of operational measures for increased resilience [8, 9].

However, the influx of Converter-Interfaced Generators (CIGs) in MGs has resulted in

radical changes in both the dynamic and operational characteristics i.e. static and tran-

sient performance of the electricity network [10]. Impacts such as reduced inertia levels

and variability of supply can affect the MG performance especially during major contin-

gencies such as those resulting in the abrupt islanding of the MG. Events such as these are

characterised by large excursions in both frequency and voltage [11, 12] affecting system

survivability. Therefore, to ensure operational stability and security during emergency

conditions, it is necessary that any limitations the system may present in response to

such conditions are mitigated. This can be ensured by leveraging the grid-supporting

capabilities of the DERs and other operational measures to enhance system survivability.

Survivability includes the non-activation of generator protective devices during major

contigencies, as this would otherwise result in the onset of generator disconnections and

cascading failures in the network. During the design of MGs, the decision normally incor-

porates the capacity factors of units to be adopted, investment costs and the operation

costs of the units in addition to the required system adequacy and loading requirements.
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However, for a system to be both statically and dynamically secure and hence resilient,

the static and dynamic control capability and the effect of various levels of disruption

need to be put into consideration.

The goal of this dissertation is to improve system preparedness by enhancing traditional

MG planning models to incorporate the nature and effect of DERs, through the inclusion

of both static and dynamic operation security aspects for reliable and resilient operation.

Chapters 2, 3, 4 and 5 focus on modelling the grid-supporting capabilities of DERs,

power flows in MGs and present techniques to handle the uncertainties inherent in MG

operation. While Chapters 6, 7 and 8 present various methods to efficiently incorporate

static and transient frequency and voltage security into network planning models ensuring

security, survivability and optimality of the network.

1.1.2 Microgrid

A MG illustrated in Fig. 1.1 is conceptually considered as an independent power distri-

bution network, capable of operating in both grid connected and autonomous mode or in

either modes. It is composed of DERs, energy storage devices, and a cluster of loads that

operate in coordination to reliably supply electricity connected to the host power system

at a single point of connection refered to as the Point-of-Common-Coupling (PCC) [13,14].

Reference [15] further details that a MG has the following attributes:

• It is connected to either the low voltage distribution network or medium voltage

transmission network through the PCC.

• It has the capacity to supply its loads especially the critical load autonomously

during a pre-defined period of time.

• In islanded operation mode, it should maintain balance between generation and con-

sumption, while satisfying certain reliability, power quality, and adequacy standards.

• In grid-connected mode, MGs may behave as a single controllable unit i.e., control-

lable source or controllable load from the viewpoint of the rest of the power grid.

• In the islanded mode, it has the capability to actively control frequency, voltage and

power flow.

In grid-connected mode of operation, voltage and frequency are imposed by the main grid.

The microgrid is operated as a power source providing/consuming a specified amount of

power to/from the grid based on the power dispatch references provided by a higher level

3
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Figure 1.1: Illustration of a microgrid network.

control. The MG’s role is then limited to providing ancillary services when called upon by

the grid operator. On the contrary, in islanded mode, the system voltage and frequency

are no longer imposed by the main grid, and the different DERs in the MG must maintain

these states within acceptable ranges. During the transition between operation modes, a

thorough transient security and stability analysis is required to ensure seamless switching.

In a MG, generation units are either directly coupled to the network through AC rotating

machines, i.e. Synchronous Generator (SG) or interfaced through power electronic con-

verters, i.e. Converter Interfaced Generators (CIG). Due to the operational and control

flexibility they offer, e.g. power conditioning ability and their fast acting nature, power

electronic converters are widely adopted technologies. A MG can be composed of purely

CIGs, purely SGs, or a combination of the two; herein referred to as a hybrid MG.

1.1.3 Overview Security and Resilience of Power Systems

1.1.3.1 Definition of Key Terms

The security and resilience of a power system given the occurrence of an event can be

described by different metrics. These are dependant on whether or not it can maintain a
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pre-determined level of functionality despite the occurrence of either Low-Impact High-

Frequency (LIHF) or High-Impact Low-Frequency (HILF) contingencies.

LIHF contingencies relates to such events that have a high probability of occurrence in

the day-to-day operation of the power system (such as the loss of a line, loss of a generator

etc.,) but with a minor impact to the operation of the system. On-the-other-hand, HILF

contingencies rarely occur, however, they are more detrimental to the system’s ability to

continue operation and are usually associated with cascading failures and black-outs if not

adequately managed. These include: extreme weather events such as floods, hurricanes

and earthquakes; man-made events including cyber attacks and technical errors; and,

equipment failures [4, 16, 17].

Table 1.1 presents the definitions for system security, resilience, reliability and adequacy

adopted in this thesis.

Table 1.1: Description of key terms in power system operation.

Term Description

Security Operational security relates to the ability of the power system to operate

within defined boundaries and tolerances while ensuring continuity of

supply in the event of contingencies.

Resilience Power system resilience, generally includes its ability to anticipate, ab-

sorb, adapt and rapidly recover from HILF events subjected to the

network internally or externally [9].

The UK Energy Research Centre defines resilience as [5]: “Resilience

is the capacity of an energy system to tolerate disturbance and to con-

tinue to deliver affordable energy services to consumers. A resilient

energy system can speedily recover from shocks and can provide alter-

native means of satisfying energy service needs in the event of changed

external circumstances.” A resilient system is able to downgrade its

functionality as well as alter its structure in an agile manner without

collapsing.
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Reliability Reliability of a power system is the probability of satisfactory operation,

i.e. delivering power to customers with acceptable standards and in

the amount desired, over a pre-defined period of time and with few

interruptions [18]. Reliability entails both system adequacy and system

security.

Adequacy System adequacy relates to the ability of a power system to supply

the load demand, taking into account uncertainties in the generation

availability and load level, and scheduled and unscheduled outages of

system components.

Stability “Power system stability is the ability of an electric power system, for

a given initial operating condition, to regain a state of operating equi-

librium after being subjected to a physical disturbance, with most sys-

tem variables bounded so that practically the entire system remains in-

tact” [18].

Survivability Survivability is the ability of the system to maintain adequate function-

ality during and after a contingency. It entails all actions that allow

the system to internally adjust to adverse situations so as to minimise

performance degradation.

Cascading

failure
The uncontrolled successive loss of various elements in a network trig-

gered usually by a major contingency.

It is noteworthy to mention that system security generally encompasses resilience and

stability. A secure network is generally resilient to a given disturbance, however network

resilience does not always imply network security. Additionally, network resilience is

usually defined for HILF events while security thresholds should be adhered to during

both LIHF and HILF events.

1.1.3.2 Leveraging microgrids for power grid resilience support

HILP events are characterized by unpredictability in their occurrence and duration with

their temporal progression associated with multiple disruptions and failures in both the

transmission and distribution systems. This calls for diversity in power supply resources,
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operation, and control measures in addition to grid robustness to mitigate the associ-

ated negative effects. Such measures are more suited to actively adapt to the conditions

during and after an event. Resources that can be leveraged to improve the system re-

silience include utility-owned distributed generation, energy storage, MGs, and demand

response [19,20].

In [14, 21–23] the capabilities of MGs and their associated distributed energy resources

that facilitate reliability and enhancement of the grid in both grid-connected and island-

ing modes have been studied. MGs are able to provide local power support, voltage

and frequency secondary control reserves, frequency and voltage regulation (to maintain

operational bounds), fault ride-through capabilities, and restoration services in case of

black-start capabilities.

Frequency and voltage control reserves

MG energy resources can be controlled either with fixed active (P) and reactive (Q)

power output, i.e. PQ control, or with the ability to provide both frequency and voltage

references and regulation, i.e with droop control or dynamic frequency and/or voltage

support. With frequency droop control, generating units are able to participate in mit-

igating mismatch in demand and supply as well as provide synthetic or virtual inertia

(VI). Similarly, voltage support provided by the MG composite units can mitigate the

effects of voltage dips and spikes and unbalanced voltage conditions especially in LV net-

works. Frequency and voltage support offered by CIGs are subject to the different grid

standards stipulated in a given locality. A more detailed analysis of the control strategies

will be given in the following chapters.

Fault ride-through capability

High/low-voltage and/or high/low-frequency ride through (H/LVRT and H/LFRT) func-

tionalities refer to the ability of DERs to remain connected to the grid during instances

of major disturbances causing critical frequency and voltage bounds violations. The ac-

ceptable minimum voltage and frequency levels are set by grid code. This is done to

prevent further system degradation due to the cascaded disconnection of DERs. During

these instances, the MG may also be called on to further offer active power, inertia, and

reactive power reserves to allow for faster network restoration.

Black-start capability

The black-start capability of a generating unit refers to its ability to start delivering power

without relying on the network. This implies that the unit has the capability to define
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both the voltage magnitude and frequency as well as to provide the required real and

reactive power to energize the network. MG generation units with black-start capability

can enable the restoration of power to a section of the distribution network. Reference [24]

proposes a sequence of control actions to adopt in energizingthe distribution grid through

coordination and synchronization of several MGs.

Islanded operation

MGs have the ability to operate autonomously serving local load demand for a given

period of time. The islanding process may be initiated as an intentional disconnection

from the grid (during grid maintenance) or from a forced disconnection (due to a fault

in the network).

This ability is however affected by two major issues. First, unlike traditional grids which

have large synchronous machines with the required rotational inertia to balance the im-

balance in demand and supply, MGs are usually supplied by electronically interfaced

generators that lack the inertia required to balance the system. Second, a large share of

the MG power is supplied by intermittent renewable energy resources with their inherent

uncertainty in the available power. Both these aspects need to be carefully considered

during MG operation and when assessing the MG potential to provide support to the

grid in islanded mode.

The disruptions caused by HILP events may lead to two general forms of disruptions:

• Highly degraded levels of service leading to instances of reduced power quality levels

such as voltage sags/spikes, congestion in distribution systems, and over/under-

frequency in the power system.

• In extreme cases, loss of major generation units, transmission lines, or substation

equipment cause either localized or global system blackouts.

In the first case, MGS can be leveraged to provide emergency reserve services, e.g in

distribution systems during voltage sag and in transmission systems requiring frequency

support. The control flexibility of the different distributed generating units and loads that

compose the MG is key in achieving the required response. In the latter case, the MG

capability to form islands can serve to ensure continuity of power supply to the critical

loads, as shown in [17], while the system restoration process commences. The work in

this thesis focuses on the processes and techniques necessary to support MG resilience in

the latter case.
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1.2 Problem Description

In power system infrastructural planning, operators may opt to upgrade existing equip-

ment and adopt more robust designs and materials that are less vulnerable to a set of

contingencies usually caused by the natural elements. In system operation, the solution

requires the design and adoption of control measures that can ensure adaptability, flex-

ibility, and fast recovery of power supply to the load demand in the event of a major

contingency. The MG can be viewed by the grid as a controllable entity whose capa-

bilities depend on the aggregated control capabilities of the constituent generators and

loads. These can be leveraged to provide support to the power system in case of ma-

jor disturbances through ancillary service provision or islanded operation to serve local

demand.

However, investigations currently are geared to either static (”snap-shot”) analysis of

pre-event and post-event states of the system through security-constrained optimal power

flow and unit commitment formulations or the design of robust real-time control frame-

works with inherent ability to adapt to uncertainty in system operation. The ”snap-shot”

analysis assumes that any dynamic changes during and after event progression are au-

tomatically handled by the controllers and the system is able to reach a steady state

securely. Therefore, the main operational challenges presented to the system are to

guarantee resilience in the event of HILP contingencies by application of a system-wide

optimal solution is obtained.

This thesis designs solutions to enhance the resilient operation of the microgrid thereby

providing answers to the following questions:

1. How can the MG survive the initial transients associated with high-impact events,

ensuring that excursions in node voltages, line currents and system frequency are

maintained within the required operating standards thus preventing further failures?

2. How can the system be able to maintain a balance of demand and supply for a

defined period of time thus ensuring sufficient energy content for local demand given

the occurrence of a major contingency?

3. How can the MG operate robustly given the uncertainties emanating from renewable

sources, load profile changes, and grid faults?

Question one deals with the ability of the MG to retain dynamic security and stability

during a network emergency. Question two deals with the adequacy of generation re-
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sources in the MG to meet demand, this factor is crucial in determining the successful

microgrid operation given defined system objectives. This can be tested through oper-

ational planning problems such as optimal power flow, dispatch, and unit commitment.

Question three deals with the ability of the MG to remain physically intact and oper-

ationally flexible given the different uncertainties that may be presented during system

operation.

In answering these questions, this thesis proposes an integrated robust decision-making

framework that incorporates aspects of the dynamic performance of the MG into the

investment and operational planning problems to provide system operators with a more

realistic solution that can be adopted to enhance secure and resilient grid operation.

This solution facilitates the effective identification of system vulnerabilities and thus

necessary modifications in system control can be determined. In finding solutions to the

questions defined above, the techniques and applications proposed in this thesis realised

the following benefits:

• Enhancement of the system preparedness and survivability given the occurrence of

potentially detrimental events thus preventing further disconnections and cascading

failures from propagating into the MG network.

• The inclusion of system dynamics in the investment and operational planning prob-

lem to provide operators with a more realistic solution and clear origins on the cause

of potential inadequacies and vulnerabilities in system control and operation.

• Preventive control solutions provided by the planning solutions that are usually a lot

cheaper than the corrective control required during real-time emergency conditions.

1.3 Research Contributions

The main contributions of this thesis are the following:

• A stochastic-robust centralised investment and operational planning model that in-

cludes static and transient frequency security considerations utilising an iterative

bounds-tightening approach to ensure MG resilience during instances of abrupt is-

landing from the main.

• A decomposition-based, inertia-aware MG investment planning algorithm that ap-

plies dual-cutting planes to tractably include inertial constraints.

• A multi-level algorithm that uses time-domain analysis to formulate dynamic fre-
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quency and voltage security constraints transcribed into the operational planning

optimisation problem to enhance system security and survivability in the case of

emergency islanding.

• A tractable data-driven distributionally robust algorithm that handles uncertainties

in MG investment planning models using multi-period linear decision rules while

respecting the non-anticipativity nature of the short-term operational decisions.

• A two-stage stochastic investment planning model that characterises correlated un-

certainties of load demand and renewable energy production using risk-seeker, risk-

neutral and risk-averse scenarios generated by a clustering technique.

1.4 Publications List

The work presented in this thesis has been reported in the following journal (J*), and

conference (C*) publications and technical report (R*):

[J1]. A. M. Nakiganda and Petros Aristidou, “Resilient Microgrid Scheduling Ensuring

Secure Frequency and Voltage Transient Response”. Submitted to IEEE Transac-

tions on Power Systems (2022) (under review).

[C1]. A. M. Nakiganda, S Dehghan, P Aristidou, “A Data-Driven Optimization Model

for Designing Islanded Microgrids”. 2022 International Conference on Probabilistic

Methods Applied to Power Systems (PMAPS) (Best Paper Award).

[J2]. A. M. Nakiganda, Shahab Dehghan, Uros Markovic, Gabriela Hug, and Pet-

ros Aristidou. “A Stochastic-Robust Approach for Resilient Microgrid Investment

Planning Under Static and Transient Islanding Security Constraints”. IEEE Trans-

actions on Smart Grid, 2022.

[C2]. A. M. Nakiganda, S Dehghan, P Aristidou, “Comparison of AC Optimal Power

Flow Methods in Low-Voltage Distribution Networks,” 2021 IEEE PES Innovative

Smart Grid Technologies Europe (ISGT Europe), 2021, pp. 1-5. (Best Paper

Award)

[C3]. A. M. Nakiganda, T Van Cutsem, P Aristidou, “Microgrid Operational Optimiza-

tion with Dynamic Voltage Security Constraints” 2021 IEEE Madrid PowerTech,

2021, pp. 1-6. (Best Paper Award)

[C4]. A. M. Nakiganda, S Dehghan, P Aristidou, “Enhancing Microgrid Resilience and

Survivability under Static and Dynamic Islanding Constraints” in 2020 IEEE PES

11



1.5. Thesis Organisation

Innovative Smart Grid Technologies Europe (ISGT-Europe), 2020, pp. 539-543.

[C5]. S. Dehghan , A. M. Nakiganda, J. Lancaster, P. Aristidou, “Towards a Sustain-

able Microgrid on Alderney Island Using a Python-based Energy Planning Tool” in

The 12th Mediterranean Conference on Power Generation, Transmission, Distribu-

tion and Energy Conversion (MEDPOWER 2020), 2021, pp. 196 – 201.

[C6]. S Dehghan, A. M. Nakiganda, P Aristidou, “A Data-Driven Two-Stage Distri-

butionally Robust Planning Tool for Sustainable Microgrids” in 2020 IEEE Power

& Energy Society General Meeting (PESGM), 2020, pp. 1-5.

[R1]. S Dehghan, A. M. Nakiganda, P Aristidou, “Resilient and Sustainable Microgrid

Planning on Alderney Island”, June 2020.

1.5 Thesis Organisation

This thesis is organised as follows.

• Chapter 2 presents an overview of security and resilient mechanisms in microgrids

with an emphasis on systems with higher penetration levels of converter-based gen-

erators. The different grid requirements and guidelines to be adhered to by DERs

are presented. Control algorithms required for the support of the system in both

steady-state and transient conditions are discussed at device- and system-level. Fi-

nally, this chapter presents the control approaches that are utilised in the rest of the

thesis.

• Chapter 3 presents the general mathematical formulation for an Optimal Power

Flow-based (OPF) planning problem in microgrids and the technical challenges asso-

ciated with modelling such systems. This chapter further investigates four commonly

adopted approximations and convexifications aimed at tackling the tractability of

the general OPF model in Distribution Networks (DN). Simulation results compare

their performance and suitability for adoption in active distribution networks and

MG planning problems using different metrics.

• Chapter 4 presents methods that deal with uncertainty in MG planning problems

especially due to forecasting errors in load and generation. Furthermore, a two-stage

stochastic investment planning model is presented characterising the uncertainties

of load and renewable generation using risk-seeker, risk-neutral, and risk-averse rep-

resentative operational scenarios. The different operational scenarios are generated

by the agglomerative hierarchical clustering method. In the simulation results, the
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optimal solutions under the three risk levels is assessed for the real MG of Alder-

ney Island to ensure sustainability given various types of investment candidates.

Furthermore, the trade-offs with respect to the application of carbon emissions lim-

itations and number of operational scenarios considered during planning is analysed

to ensure optimality and robustness of the solutions.

• Chapter 5 proposes a robust data-driven approach for dealing with the challenge

of uncertainty in MG operational planning problems. Using available historical

data, a data-driven distributionally robust model to tackle the system uncertainties

is presented. The model proposed uses data-driven ambiguity sets to model the

uncertain parameters and a three-stage approach to transform the model into a

computationally tractable form. Simulation results compare the data-driven robust

approach and stochastic approach presented in Chapter 4 against their expected cost

and computational efficiency.

• Chapter 6 proposes a novel three-level iterative investment and operational plan-

ning algorithm that includes both steady-state and transient frequency-related con-

straints, thus enhancing MG survivability during unplanned islanding events. The

first level solves a multi-period, stochastic investment and operational planning

problem. The second level sequentially tests the feasibility of the first level so-

lution against analytically formulated security metrics of the frequency transients

while the third level utilises a bound-tightening approach to constrict grid power

imports/exports in the first level problem. Simulation results show that the pro-

posed method ensures system preparedness and survivability during emergency op-

erational scenarios by applying both operational measures and/or the installation of

new units.

• Chapter 7 proposes an alternative strategy for solving MG investment and oper-

ational planning problems with non-linear transient and static frequency security

constraints using a decomposition-based approach. The algorithm tackles issues of

the impact of information exchange between different stages of the methodology

and convergence rate presented by techniques in Chapter 6. The strategy, based on

dual-cutting planes, ensures bidirectional information exchange between the differ-

ent levels of the algorithm providing a solution that not only considers cost but also

available frequency support from the different candidate units. Simulation results

demonstrate the superiority and versatility of the decomposition-based approach

over the bound-tightening approach of Chapter 6.

13



1.5. Thesis Organisation

• Critical events during system operation will cause excursions in both frequency and

voltage affecting system integrity. While in the previous chapters only transient

frequency-related constraints were considered, in Chapter 8, the operational plan-

ning problem is modified to include both transient frequency and transient voltage

security constraints to ensure system preparedness and survivability. Unlike the

case of frequency transient criteria where a closed form of security metrics is easily

obtainable, a relatively simple model capturing the transient voltage response at

local nodes is unavailable. A novel algorithm based on a dynamic optimisation tech-

nique using sequential constraint transcription is proposed. It uses sensitives based

on time-domain simulations to transcribe the transient frequency constraints onto

the operational planning problem formulated as resilience cuts. Simulation results

demonstrate the efficacy of the model given the abrupt islanding of a MG under

various operating scenarios.

Finally, Chapter 9 summarises the key findings of this thesis and suggests directions for

future work.

Figure 1.2 depicts the contents and organisation of the thesis highlighting applications

and methods utilised in blue.
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Figure 1.2: Thesis organisation.
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Microgrid Modelling, Control and

Security
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Chapter 2

Microgrid Security Analysis and

Control Support

2.1 Introduction

Distributed Energy Resources (DER) have existed in traditional power systems for decades

providing power supply to remotely located communities that lack access to national

grids. These were traditionally composed of diesel/hydro generators with trends shifting

towards renewable energy powered generators including wind, bio-gas/fuel and photo-

voltaics in recent years. With the maturity of renewable energy technologies, DERs are

now widely integrated into both Low Voltage (LV) and Medium Voltage (MV) systems to

provide power reserves or support critical loads such as hospitals, schools and production

facilitates. However, if not properly controlled and coordinated their integration may

cause power quality and reliability issues diminishing their benefits. Microgrids (MG)

can be employed to coordinate the integration of DERs into the grid and maximise their

potential. MGs present various benefits including the enhancement of the resilience of

the power grid. However, adequate coordination and control of the various components is

necessary to ensure the resilient and secure operation required during instances of system

disruption.

This preliminary chapter introduces the security and resilience concepts in relation to mi-

crogrid network operations. Moreover, the grid requirements and control support models

for the DERs used in this thesis are presented and discussed.
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This chapter is organised as follows: Section 2.2 discusses the framework used in the

analysis, evaluation and enhancement of security in power systems. Then, Section 2.3

presents the different grid requirements for secure operation of systems with DERs and

different support structures that can be adopted to enhance secure and resilient operation.

Finally, Section 2.4 summarises the chapter.

2.2 Framework for Security Analysis

Security analysis involves the evaluation of operating points and system trajectories to

ensure operation within acceptable operating limits and secure regions given the occur-

rence of predefined contingencies. It can also include the derivation of remedial actions

where required to move the system to a secure state or region. The secure operating

region is defined by boundaries that include static security criteria and dynamic security

criteria.

Static security criteria related to the pre- and post-contingency steady-state operation

include:

• node under and over voltage limits

• voltage angle limits between successive nodes

• transformer thermal limits and transmission line current and thermal limits

• generator power operating limits

• steady-state frequency limits

The most commonly used dynamic security criteria between pre- and post-contingency

states include thresholds on:

• levels and time duration of transient voltage excursions, i.e., under/over voltages

• levels and duration of transient frequency excursions, i.e. under/over frequency and

rate-of-change

• system stability forms including transient angle stability, voltage stability, small

signal stability and damping levels

Traditionally, security assessment has been classified into Static Security Analysis (SSA)

and Dynamic Security Analysis (DSA) where the former deals with the steady-state

criteria while the later is concerned with the transient criteria.
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2.2.1 System Modelling

The quality of the models utilised in security analysis is essential to the accurate represen-

tation of system behaviour during various operating conditions. During system modelling,

the model accuracy, i.e., accurate representation of the physical phenomena and model

completeness, is the main focus. The modelling requirements vary based on the type of

assessment being performed i.e., SSA or DSA. During SSA, a power flow model consisting

of a detailed network representation along with the steady-state response model of the

various units can suffice. However, during DSA, an accurate representation of system

dynamics, unit controls and protections is crucial. The key aspects in system modelling

include the network model, components model and the contingency model.

Network Model

The network model can be described by either a set of differential equations modelling

the Π-circuit line model between nodes or by utilising algebraic equations when the

phasor approximation is considered [25]. These equations, also referred to as power flow

equations are comprised of highly non-linear relations describing the operating state of

the entire power system, using nodal voltage magnitudes and angles, line currents, active

and reactive power flows and injected active and reactive power at each node.

During SSA, network-constrained optimisation problems employing power flow models

provide a tool to analyse system performance and ensure security thresholds are not

violated [26]. However, due to the inherent features of the power flow model, no closed

form solution can be obtained requiring approximations or iterations to solve. Therefore,

to ensure model tractability, several approximations and relations have been proposed in

literature [27]. It also is noteworthy to mention that the suitability of a solution algorithm

also depends on the topological characteristics of the network, for example distribution

system tend to have a radial structure hence can be represented as a unidirectional graph

which is not the case for mesh networks.

Component Model

For DSA, time-domain simulations studies require the dynamic model of the different

components connected to the network. These include but are not limited to synchronous

machine models, excitation systems, governors, power system loads and converter mod-

els. In some cases due to the high dimension and size of the models, dynamic equiva-

lents through model-order reduction techniques can be adopted [28]. Moreover, where
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model parameters and structure are unknown, system identification methods can be

adopted [29].

Contingency Model

The contingency model identifies the components that have failed or have been affected

by the disturbance in the network including the spatial and temporal effect. These

can include transformer disconnections, loss of a generator or load, unbalanced fault at

different locations of a line, or adjustment of generation or load consumption.

2.2.2 System Response and Evaluation

The network response during contingencies can be analysed analytically using power flow

solutions or through time-domain solutions. Traditionally, power-flow solutions have been

used to evaluate SSA, while both power-flow and dynamic simulations are performed

during DSA. A power flow solution provides a pre- and post-fault snapshot of system

operation assuming steady-stage stability during and after the disturbance. This provides

an assessment of system adequacy to satisfy demand while neglecting the transient and

dynamic processes associated with the event trajectory.

Subsequent to a disturbance, the system may either settle down to a new normal state

i.e., with all technical operational and load constraints satisfied, of may successively en-

ter:

Emergency state: The power system is intact and able to fulfil load constraints but severe

violations exist in the technical operating constraints.

In extremis state: The system collapses due to major violations exists in the technical

constraints resulting in the tripping of generators, disconnection of load supply and cas-

cading failures.

Restorative state: Technical operational constraints have been satisfied and load re-

connection ensues. Based on the state of operation from system evaluation, different

measures may be adopted to improve the system resilience and security.

2.2.3 Performance Enhancement

Various actions can be taken to enhance the system performance depending on its op-

erating state, thus aiding the return to a normal operation. Preventive measures are

applied during the pre-contingency normal operation with the aim of ensuring system

preparedness in the event of a disturbance. These include generator rescheduling, and
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voltage and frequency reserve scheduling. Alternatively, corrective measures taken in the

aftermath of a disturbance include actions to drive the system from an emergency state to

a normal state. Typical actions include load shedding, switching operations, application

of fast spinning reserves and generation re-dispatch.

2.3 Secure and Resilient Microgrid Operation

High-Impact Low-Frequency (HILF) events in the power network are usually associated

with multiple disruptions, failures and in some cases total system collapse. A resilient

operation thus implies that as system is able to mitigate the associated negative effects

of HILF events and restore normal functionality within the prescribed time period [2,9].

The measures to improve the resilience of the power network can be summarised into:

• Infrastructural reinforcement (hardening): that include all activities aimed at im-

proving component designs and constructions with the aim of preserving function-

ality and minimising damage. These measures include actions that involve long

term structural and topology reinforcements which usually result in a more robust

(i.e. strength and resistance) power system. These are usually incorporated into the

grid expansion plan and their performance analysed based on different operating

scenarios [30–32]. Hardening measures include upgrading of equipment, investment

in underground versus overhead cables that are more robust in the event of ex-

treme weather conditions, utilising stronger and more weather resistant materials

for poles and lines, enhance system redundancy by installing backup generation e.g.

distributed generation [24, 33–35], network reconfiguration through installation of

automatic switches for controlled islanding and transmission switching [36,37] e.t.c.

Such measures are however known to be static as they do not consider the temporal

dynamics of the event and can be less effective to some hazards as compared to

others [2, 9, 33].

• Operational measures: aimed at improving the observability, control capability and

operational flexibility by ensuring low levels of performance degradation and rapid

action to allow the system return to a normal state i.e. ‘bend rather than break

the system’. They include both preventive (pre-disturbance) and corrective actions

(during and post-disturbance). Examples of such measures include improved system

state estimation, monitoring tools, adaptive and robust control schemes, demand-

side management, generator rescheduling, adaptive wide-area protective schemes e.g.

defensive islanding and advanced weather forecasting [2].
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Table 2.1: Comparison between operational and infrastructural resilience measures. [2–4]

Hardening Operational Measures

Make the system more resistant to dis-

turbances by preserving individual compo-

nent functionalities.

Ensure lower performance degradation

and additionally rapid restoration to the

normal operating levels.

Embedded into the system design or ar-

chitecture hence promoting utilization of

assets that are more robust in terms of

physical strength and durability.

Integrated into the system’s operational

behavior like its control system, therefore,

promoting enhanced flexibility, adaptabil-

ity, agility, and quality of service.

Defined against specific threats to the sys-

tem e.g. high temperatures or floods, but

may be fragile when faced with a differ-

ent set of events i.e. extreme robustness

conjures fragility.

Can adapt to any event based on the avail-

ability of resources.

Passive approach aimed to increase system

security.

Active approach with real-time reactions

to disturbances.

Can only be adapted to isolated network

components and hence requires stronger

coupling between network components.

Boosts inter-dependency between system

components e.g. securing alternative

paths to re-route supply to ensure demand

is met in the event of a disaster.

The survivability and timely recovery of the network during and after high impact events,

can be ensured by either one or a combination of both measures. Table 2.1 presents a

comparative analysis between operational and infrastructural.

2.3.1 Resilient Microgrid Operation

MGs have the ability to operate autonomously serving local load demand for a given

period of time. The islanding process may be initiated as an intentional disconnection

from the grid (during grid maintenance) or from a forced disconnection (due to a fault

in the network). The latter is referred to as unplanned or abrupt islanding. The resilient

operation of the MG requires the successful transition to islanded state i.e., its surviv-

ability during islanding and the continuance of power supply to the critical loads in the

network.

The abrupt islanding of the MG leads to a sudden power imbalance for both active and

reactive power in the system. In return, this leads to frequency and voltage transients at

different nodes that can result in disconnections if device security thresholds are violated.
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In traditional grids, kinetic energy stored in the rotating masses of the synchronous ma-

chines provides physical inertia to the system ensuring lower and less frequent frequency

deviations. MGs have a high percentage of power electronic-interfaced renewable energy

generators that inherently lack this feature resulting in larger frequency deviations. This

is similarly true with regards to the excitation systems physically present in synchronous

generators to provide voltage support but absent with electronically interfaced units.

This results in larger excursions in frequency and voltage during transitions to islanded

mode.

Moreover, the problem is exacerbated by the intermittent power generation from renew-

able energy resources. The variation in power output from renewable units implies supply

irregularity affecting both the adequacy of the network as well as the level of support CIGs

can provide to the network. This support is vital in ensuring that power mismatches dur-

ing emergency conditions and islanding scenarios are mitigated. Therefore, to ensure the

resilient operation of MGs, different grid-supporting controls and capabilities are vital.

The work in this thesis focuses on operational measures that enhance MG survivability

during high-impact events in the main grid that lead to abrupt/unscheduled islanding.

These include the application of frequency control and voltage control capabilities of the

MG units and the adoption of flexibility mechanisms. With an aim of enhancing network

support during critical events, and the prevention of system collapse various guidelines

and standards have been set out for DERs to follow. The next section presents such

guidelines and approaches that can be taken to enhance system survivability.

2.3.2 Grid Performance Requirements

The large-scale penetration of renewable-based CIG has affected the operation and tol-

erance levels of the power grid resulting in reliability issues in the network. This has

led to the updated grid interconnection standards, especially with regards to DERs, to

include frequency and voltage support in addition to the implementation of Fault Ride-

Through (FRT) requirements. The European Network of Transmission System Opera-

tors (ENTSO-E) Requirements for Generators [38] and IEEE Standard 1547 [39] include

requirements relating to the steady state behaviour and dynamic requirements relating

to the transient behaviour during fault conditions (i.e. FRT). In the case of FRT capa-

bilities, the goal is to mitigate against security deterioration in case of large frequency

and voltage deviations during critical grid events.
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2.3.2.1 Fault Ride-Through Capability

During instances of major disturbances causing critical frequency and voltage excursion,

the DERs may be required to temporarily (for a pre-defined time duration) stay connected

to the grid. This requirement is defined by the High-Voltage Ride Through (HVRT)/Low-

Voltage Ride Through (LVRT) and/or High-Frequency Ride Through (HFRT)/Low-

Frequency Ride Through (LFRT) functionalities. In addition, frequency and voltage

support in form of active and/or reactive power boosts can be required both during the

fault and in the post-fault dynamic periods to aid in the quick recovery of the system.

Grid codes define the performance requirements, based on the size and capability of

the generators, in terms of voltage and frequency versus time curves to reflect the condi-

tions/regions within which the DERs should not trip, further enhancing system reliability.

These criteria are typically applied to the associated frequency and voltage relay settings

to ensure the action of generator protection to prevent equipment damage.

2.3.2.2 Frequency Requirement

Figure. 2.1 presents the main frequency criteria to be obeyed by DERs during a frequency

event and the regions where frequency support can be provided by the DERs. The re-

quirements during the transient response include: Rate-of-change of frequency (RoCoF),

ḟ ; frequency nadir, fmin; frequency zenith, fmax; and, the post-transient response require-

ment for frequency deviation in the quasi-steady-state, ∆fqss.

The reduced system inertia in MGs can compromise the frequency performance especially

with regards to the registered levels of RoCoF. To prevent the activation of over/under

frequency relays and RoCoF relays, active power should be critically managed. The

ENTSO-E standards describe four stages for frequency support in a network i.e. Inertia
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Table 2.2: ENTSO-E recommended parameters for frequency ride-through of DERs for

the synchronous zone of continental Europe .

Frequency Clearing Time [ s ]

ḟ(t) 0.5 - 3 Hz/s - -

fmin 47.5 Hz tc ≤ 0.16

fmax 51.5 Hz tc ≤ 0.16

f
qss

49.8-49 Hz tr ≤ 4.5

fqss 50.2 -51 Hz tr ≤ 2.5

Response (IR), Primary Frequency Control (PFC), Secondary Frequency Control (SFC)

and Tertiary Frequency Control (TFC), illustrated in Fig. 2.1.

At each level, different operating reserves have to be present in the network to arrest

further deterioration of system frequency. IR, activated within the first few seconds after

a significant frequency drop, depends on the rotor inertia of a synchronous generator or the

virtual inertia in case of Converter-Interfaced Generators (CIG), as well as the generation

demand imbalance. This ensures that the RoCoF levels are kept within secure levels

preventing the activation of RoCoF protection. PFC is activated within 2 s up to 30 s

of frequency decay/rise to arrest the activation of under/over frequency protection and

subsequently ensure the non-violation of the defined quasi steady state frequency levels.

Further deviations that may exist in the frequency away from the normal operation range

up to 15min to 30min are corrected with the SFC corrects the deviations in frequency

at quasi steady state levels back to nominal values. This includes the adjustment of

generator set points to ensure frequency levels return to the nominal values. TFC is

applied to correct any further deviations from the nominal frequency (f0) that may exist

in the long term. Guidelines provided by the ENTSO-E for frequency ride-through are

indicated in Table. 2.2.

2.3.2.3 Voltage Requirement

The FRT capability relating to the voltage requirements is shown in Fig. 2.2. Here

the requirements relate to the thresholds towards the LVRT, HVRT and post-transient

recovery voltage levels indicated by Vmin, Vmax, V rec and V rec, respectively. Units are

required to remain connected to the network given that nodal voltage levels remain within

the acceptable LVRT and HVRT for the associated time periods. Sample thresholds for

voltage FRT levels and fault clearance time period requirements by the IEEE Standard

1547-2018 are provided in Table. 2.3 [39].
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Figure 2.2: Voltage ride-through profile and regions for voltage support from DERs.

Table 2.3: IEEE Standard 1547 recommended parameters for voltage ride-through of

DERs.

Voltage [ p.u ] Clearing Time [ s ]

Vmin 0.45 - 0.50 tc ≤ 0.16

Vmax 1.2 tc ≤ 0.16

V rec 0.70 - 0.88 tr ≤ 2

V rec 1.10 tr ≤ 2

FRT requirements further denote that where possible DERs should provide reactive power

support i.e, absorb or inject reactive current (regions C and D in Fig. 2.2 ) in the short

term, to immunise against voltage degradation during fault conditions [40, 41]. Unlike

conventional networks composed mainly of SGs with under/over excitation limiters pro-

viding momentary voltage support, this feature is absent in CIGs which can result in

further degradation [11,12].

The following sections present approaches for voltage and frequency support for both SG

and CIG units in a MG. The different support mechanisms, implemented at the device

level, are essential in enhancing the security and resilience of the system during both

steady-state and transient operation. While conformance to grid requirements prevents

the loss of generation, control support reduces the level of frequency and voltage degra-

dation further reducing the risk of system blackout.
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2.3.3 Frequency Support

2.3.3.1 Frequency Control in Synchronous Generators

During network disturbances, the SG rotor can accelerate or decelerate due to the unbal-

ance in the machine’s mechanical and electrical torques. This behaviour is described by

the the “swing equation” [42]:

ωi = θ̇i (2.1a)

Miω̇i = −Diωi − Pi + Pmi (2.1b)

where ωi is electrical angular velocity, θi is the rotor angle, Mi is the moment of inertia

of the rotor shaft, Di is the damping coefficient, Pi is the generated electrical power and

Pmi the mechanical power.

SG units are equipped with a governor to regulate the machine speed and provide fre-

quency support to the network. The turbine provides the mechanical power to the gen-

erator rotor while the governor adjusts the turbine valve position such that the generator

output power changes based on the system frequency. Figure 2.3 represents a turbine-

governor model [43] for a reheat turbine adopted for frequency response. Additionally,

a Woodward diesel governor model [44, 45] sketched in Fig. 2.4 is used in this thesis.

Parameters of the reheat turbine and DEGOV models are described in Table 2.4.

1

Rg
∆ω

Droop

∑−
+

Pref

1

1 + sTg

Km(1 + sFhTr)

1 + sTr

Governor Turbine

Pm

Figure 2.3: Block diagram of a reheat turbine governor model for a synchronous generator.
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π
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ω

Rg
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−

Figure 2.4: Modified diesel generator governor (DEGOV) model.
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Table 2.4: Turbine-governor model parameters

Name Unit Description Value

Reheat Turbine parameters

Rg p.u Droop control gain 0.03

Tg s Governor time constant 0.5

Km p.u Mechanical power gain factor 1

Fh p.u Fraction of the total power generated by the turbine 0.35

Tr s Reheat time constant 10

DEGOV Parameters

T1 s Control box time constant 0.01

T2 s Control box time constant 0.02

T3 s Control box time constant 0.2

K p.u Actuator gain 18

T4 s Actuator time constant 0.25

T5 s Actuator time constant 0.009

T6 s Actuator time constant 0.0384

Tmin p.u Minimum actuator torque 0

Tmax p.u Maximum actuator torque 1.1

TD s Engine firing delay time 0.024

Rg p.u Feedback gain (Droop) 0.04

2.3.3.2 Frequency Control in Converter-Interfaced Generators

The CIG units in the MG can be classified into either grid-feeding i.e., delivering only

predefined active and reactive power to the network and providing no contribution to

frequency and voltage control, or grid-supporting i.e., able to regulate frequency and/or

voltage of the network by adjusting their active and reactive power injection to the

network [46].

The type of support offered by a CIG will depend on the region of operation (see Fig. 2.1).

During normal operation and post-transient operation regions i.e., PFC, SFC and TFC,

smaller deviations exist between the measured frequency at the device terminal and the

nominal frequency. Droop control [42], derived from traditional systems with SGs - where

a reduction frequency results in an increase in the active power production and vice-versa

can be applied. For the droop control at unit i, P −ω control loops are defined as follows:

ωi = ω∗
i −KD

p (P ∗
i − Pi) (2.2)
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where Pi and ωi and Vi are the measured values of active power and angular speed,

respectively, and superscript ∗ is used to denote reference values that are provided at a

system level. KD
p is the proportional droop numerically defined by Kp =

∆ω

Pmax
.

The frequency droop in (2.2) provides frequency regulation to the MG during smaller

frequency excursions but cannot provide dynamic support in case of large deviations.

The lower inertia in CIGs results in faster RoCoF speeds and larger deviations in case of

a major event which may lead to the activation of under/over-frequency protection if not

appropriately arrested. This is very vital especially in the case of islanded operation. In

order to mitigate such adverse effects, the CIG can be controlled to emulate the rotating

inertia of a SG by adding a virtual inertia control loop to improve frequency response to

system transients as well as stabilise the system.

Different control formulations for virtual inertia presented in literature are based on the

replication of the synchronous machine model (synchronverters), droop control, and the

swing equation [47–52]. A general formulation for virtual inertia thus takes the form:

P ∗
i − Pi = KDmp (ωi − ω∗

i ) +KVIω̇i (2.3)

where the gains KDmp and KVI have an equivalence to the damping coefficient and

inertia constant respectively in the swing equation (2.1). The virtual inertia support

will become operational given the RoCoF exceeds a defined minimum threshold. The

parameters in (2.3) should be efficiently tuned to enhance the dynamic response of the

system.

The overall frequency support provided by CIGs with grid-supporting capability is for-

mulated in (2.4) and illustrated in Fig. 2.5.

PIR(t) = −KVIω̇i (2.4a)

∆ω(t) = (ω∗
i − ωi) (2.4b)

PPFC(t) =





KDUF∆ω(t), if −∆ω ≤ ∆ω(t)

0, if −∆ωdb < ∆ω(t) < ∆ωdb

KDOF∆ω(t), if ∆ω(t) ≥ ∆ω

(2.4c)

P (t) = Ppre + PPFC(t) + PIR(t) = Ppre + PDFS(t) (2.4d)
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Figure 2.5: Active power support requirement during primary frequency response.

whereKDUF andKDOF are droop parameters (see Fig. 2.5) applied during under-frequency

and over-frequency operating conditions. Variable PDFS(t) represents the Dynamic Fre-

quency Support (DFS) provided by the CBG during the IR and PFC periods.

2.3.4 Voltage Support

Similar to the frequency support, voltage support from DERs in the MG will vary based

on the region of operation indicated in Fig. 2.2. Standards and guidelines require DERs

to contribute to the steady-state and post-fault quasi-steady state voltage support of

the network. This is constrained by the relation of the required reactive power and the

generated active power as illustrated by the P-Q capability diagram in Fig. 2.6 [53]. The

different upper and lower limits to reactive power generated by the DERs are defined as:

• Triangular: Here reactive power generation is limited to the minimum power factor

−Qmax Qmax Q

P

Smax

0

Pmax

Figure 2.6: P-Q capability diagrams for steady-state voltage support
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during operation based on the active power injection i.e.:

− tanϕmax · P ≤ Q ≤ tanϕmax · P (2.5)

• Semicircular: No limitations are imposed on the power factor during operation and

the DERs can fully utilise their nominal apparent power at all active power levels,

this is defined by:

Q ≤
√

(Smax)2 − (Pmax)2 (2.6)

• Rectangular: This standard is more flexible than the fixed reactive power require-

ment using the triangular limitation. It allows for reactive power generation at the

maximum level, Qmax even at instances with low active power injection i.e.:

− tanϕmax · Pmax ≤ Q ≤ tanϕmax · Pmax (2.7)

CIGs can be oversized to allow for reactive power support during instances of maximum

active power production.

2.3.4.1 Voltage Control in Synchronous Generators

An exciter system fitted with an Automatic Voltage Regulator (AVR) is the primary

voltage controller for SG units. The exciter can rapidly adjust the excitation levels i.e.,

field current of an SG unit such that terminal voltage is kept within specified limits

during disturbances. SG units have adjusted over-/underexcitation capability to ensure

momentary reactive power support during over/under voltage conditions. Figure. 2.7

illustrates a simple exciter and AVR system for voltage control in SG units. V is the

1

1 + sTa
V

∑−
+

Vref

+

Vpss

1 + sTc
1 + sTb

Ge
1 + sTe

Voltage regulator

vfmax

vfmin

Exciter

vf

Figure 2.7: Block diagram of an exciter and AVR model of a synchronous generator.
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terminal voltage of the generator, Vref is its reference, vf is the field voltage, while Vpss

denotes the signal from the a Power System Stabiliser (PSS) if incorporated into the SG

model. Parameter Ta is the filter time constant, Tb and Tc are voltage regulator time

constants, Ge and Te are exciter control gain and time constant respectively while vfmax

and vfmin
denote the exciter field voltage limits. In this work, we use the standard IEEE

AC1A [54] exciter model to regulate the voltage in the SG units.

2.3.4.2 Dynamic Voltage Support in Converter-Interfaced Generators

Dynamic Voltage Support (DVS) is aimed at reinforcing the network voltage in the event

of high levels of voltage dips or rise. DVS capability is composed of two stages i.e., first,

DERs should not disconnect from the network given the voltage FRT requirements are not

violated (see Fig. 2.2). Second, DERs should support the network voltage where possible

by injecting or absorbing reactive current [38,39,55]. In LVRT and HVRT regions C and

D in Fig. 2.2, additional reactive power support is required to arrest the deteriorating

voltages.

In [56, 57], a voltage supporting strategy have been presented for CIG units. Therein,

when voltage levels enter regions C and D (Fig. 2.2), priority is given to reactive power

injection or absorption based on the strategy shown in Fig. 2.8. The DVS capability is

achieved based on a discrete control strategy as:

QDVS(t) =





KI · iQ,max · (V pre − V (t)) if V (t) < V pre

KA · iQ,max · (V pre − V (t)) if V (t) > V pre

0 otherwise

(2.8a)

Q(t) = Qpre +QDVS(t) (2.8b)

where parameters KI and KA define the respective dynamic rate of change of reactive

power injection and absorption with respect to a change in voltage.

The output of the CIG is limited by its rated current inom. During DVS, the unit

prioritises reactive current injection to active current. It is however necessary that the

nominal current limits are not exceeded. This is ensured by a limit updating current
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Figure 2.8: Voltage support regions during fault ride-through conditions

allocation logic described as:

iP,max = FPQinom +
(
1− FPQ

)√
i2nom − i2Q

iQ,max = FPQ

√
i2nom − i2P +

(
1− FPQ

)
inom

(2.9)

where binary flag (0/1) FPQ is used to indicate whether active or reactive current injection

has priority.

When voltage levels are within the normal voltage operating range, illustrated by the

dead band region in Fig. 2.8 priority is given to active current and the variable FPQ is

set at one. The maximum value of reactive current in this case will depend on the active

current reference iP and set based on limitations defined in Fig. 2.6. When DVS capability

is required fron the CIG i.e., voltages falling outside the normal ranges V pre ≤ V ≤ V pre

(see Fig. 2.8), the flag FPQ is switched to zero. The priority is given to reactive current

and the maximum active current will depend on the reactive current reference iQ set

based on (2.8).

The rate at which active power output is to be recovered to the pre-fault value is usually

prescribed by the grid standards. A comparison for different jurisdictions is given in

reference [58].

2.3.5 Converter Based Generator Model

A block diagram representing the different controls implemented for the CIG is shown in

Fig. 2.9. It has been modified from [59] to include droop control and virtual inertia based

on RoCoF measurements. The model is implemented in PyRAMSES [60] that adopts a
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ĩQ

ĩP

Figure 2.9: Converter Interfaced Generator model.

phasor approximation representing the network using algebraic equations.

The voltage and frequency controllers (green blocks) have been described in in Section

2.3.4.2 and Section 2.3.3.2, respectively. The ride-through conditions described in Fig. 2.2

and Fig. 2.1 are set in the HVRT, LVRT, HFRT and LFRT blocks. However, if the

frequency or voltage is outside of the predefined operating range, the unit is tripped by

activating the respective frequency or voltage flag to protect it from any damage. Voltage

protections are set in the HVRT and LVRT blocks where the respective flags i.e., either

Fvh or Fvl are set to zero if the measures voltage violates maximum or minimum voltages,
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respectively.

Fvh =




1 if Vm < Vmax

0 if Vm > Vmax

(2.10)

Fvl =




1 if Vm > Vmin

0 if Vm < Vmin

(2.11)

Similarly, if frequency thresholds are violated frequency protections including HFRT,

LFRT and RoCof protections are set using on flags Ffh, Ffl and Frcf , respectively.

Ffh =




1 if f < fmax

0 if f > fmax

(2.12)

Ffl =




1 if f > f

min

0 if f < fmin

(2.13)

Frcf =




1 if ḟ < f < ḟ

0 otherwise
(2.14)

Only the outer loop controls are considered in detail with inner converter current controls

approximated and fast switching dynamics ignored [59]. The emphasis is to capture

variations of injected current with the terminal voltage and frequency, assuming good

tracking performance of the current control and neglecting the internal fast dynamics

(pink block).

The Phase-Locked Loop (PLL) (blue block) sets the reference frame of the converter

providing an estimate of the voltage angle θ. During instances of voltage drops below the

threshold Vpll, the action of the PLL is temporarily suspended to prevent instability using

the flag Fpll. Table 2.5 provides a description of the different parameters and variables

presented in Fig. 2.9.

2.3.6 Operational Planning

Sections 2.3.3 and 2.3.4 presented device-level controls based on local measurements at

the unit terminals. These operate independently reacting instantaneously to events in

a pre-defined manner. Such controls if adopted by the generators in the MG can en-

hance system resilience during critical events. However, preventive measures can also
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Table 2.5: CIG model parameters

Name Unit Description Value

Tm s Measurement delay 0.02

Tg s Current controller time constant 0.01 - 0.03

V pll p.u Voltage below which the PLL is frozen 0.5

Kpll
p , Kpll

i p.u PI control parameters

be taken in the pre-disturbance state to enhance system preparedness in the event of a

disturbance. Optimal generator scheduling can provide secure operational set points or

reference points with the goal of ensuring system-wide adequacy and security as well as

global controllability.

Operational planning is concerned with utilisation of the existing generation capacity

and flexibility mechanisms in the best possible manner. This is achieved while ensuring

that the network operates securely and optimally under different potential scenarios and

loading conditions. The objective is to ensure power balance i.e., reliable operation

that can accommodate sudden power imbalances with minimal security limits violations,

as well as economical operation of the MG. Problems investigated during operational

planning include Optimal Power Flow (OPF), Unit Commitment (UC) and Economic

Dispatch (ED) of the available DERs. The set points determined during planning aid in

the coordination of the power injections by the different local controllers.

Traditionally, security constrained OPF, UC or ED problems take into account operation

given a set of N-1 or N-k postulated credible contingencies based on a snap-shot of

system operation have been utilised to analyse system security. The assumption taken is

that the system will endure system transients with no violations and will reach steady-

state in the post-disturbance operational state. The validity of this assumption is rather

optimistic given that system transient performance is not usually modelled in the problem

formulation. The situation can be further aggravated in the case of HILF events with

large excursions. Such events are normally not accounted for during system planning.

As a result solutions are sub-optimal and present an undetected risk of insecurity and

system collapse. An extension to the system-wide planning approaches to support secure

and resilient operation during HILF events is to include model transient-aware planning

approaches that include security constraints applied to system trajectories in the transient

state. This thesis presents different solution approaches that can adopted to enhance MG

security and resilience during HILF events.
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2.4 Conclusion

The survivability of a MG when in the event of high impact events such as those leading

to unplanned MG islanding will depend on the available levels of support both at a device

level and system level. By ensuring a secure operation during system disturbance, we

enhance the MG survivability and resilience to critical disturbances in the network. In

this chapter, the key aspects of system security have been presented. Furthermore, the

grid requirements and guidelines to be adopted by systems with higher penetration of

CIGs have been discussed. A description on the control structures adopted in this thesis

for frequency and voltage support from CIG units have been presented. While these

enhance the capability of the unit to survive critical events, system-wide control is vital

to enhance network survivability.

The following chapters present formulations for transient-aware MG planning models

with the objective of enhancing their security and resilience. Moreover aspects of uncer-

tainty due to renewable units and loads, as well as model tractability due to the inherent

nonlineriaties of power flow solutions are accounted for. More importantly the practical

applicability and relevance to current challenges in MG operation is showcased.
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Chapter 3

Power Flow Models in Active

Distribution Networks

In the past, distribution grids were modelled as either passive elements or aggregated

loads, due to their lack of participation in power, frequency and voltage control. This

has however changed in recent years due to the major transformations in the design and

operation of Low Voltage (LV) and Medium Voltage (MV) Distribution Networks (DNs).

Changes include the proliferation of Distributed Energy Resources (DERs), mainly con-

sisting of Renewable Energy Sources (RES), and the requirement for them to provide

active support to the grid thus the term Active Distribution Network (ADN).

Optimisation-based investment and operation planning problems can be used to optimise

the operation of ADNs, minimise costs and enhance system security. In order to incorpo-

rate security constraints stemming from the network, network-constrained formulations

that allow for the inclusion of congestion limits, frequency limits, voltage limits, e.t.c. are

employed. However, due to the non-linear nature of the network model, the tractability

of network-constrained optimisation problems can be challenging. The redistribution of

power flows during various events in the network can be modelled using various formu-

lations including those based on complex network theory, electrical properties such as

Kirchhoff’s law or a combination of both [61]. The most common and accurate math-

ematical model used to introduce network constraints is the Alternating Current (AC)

Power Flow-based (PF) model. At their core, different investment and operation plan-

ning problems for ADNs employ the Optimal Power Flow (OPF) problem, that includes

the AC PF model to provide optimal solution subject to stipulated security constraints.
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To tackle the model tractability, various reformulations based on approximations, lin-

earisations, convexifications, e.t.c have been proposed in research. This chapter presents

and compares five multi-period OPF formulations (including the basic non-linear and

non-convex one), with different linearizations/convexifications for the AC PF equations.

Different metrics are employed to analyse their accuracy and suitability in capturing the

operational features of ADNs and Microgrids (MGs). The models are implemented on

the IEEE 34-bus test system and their modeling accuracy and computational complexity

are compared and discussed. The work in this chapter is presented in publication [C2].

3.1 Introduction

The energy management and decision making framework in MGs is majorly composed of

three major stages i.e., network design and expansion planning (months - years), oper-

ational planning (monthly – near real-time) and real time control. The planning stages

depend usually on large-scale optimisation problems solved repeatedly depending on the

planning stage timescale. The decisions at each stage include:

• Expansion planning: where to build new power lines, technologies selection, capacity

requirements and technology sizing, upgrades, installation of control devices e.t.c.

• Operational planning: generators to be committed, outage management, generator

schedules, preventive and corrective control actions, interactions with energy mar-

kets, adjustment of control set-points e.t.c.

• Real-time control: Adjustment of control variables based on measured data to ensure

the secure operation and stability of the system in real time.

During operational planning the aim is to optimally utilise the existing capacity while also

ensuring that an electric power network operates securely and efficiently under different

potential scenarios and loading conditions. The most fundamental problems solved at

this stage include Unit Commitment (UC), energy resource scheduling and OPF [62].

The operational planning of a MG determines its interaction with the main grid, the

decision to switch between grid-connected and islanded modes, and optimal allocation

and operation of local resources while ensuring technical and operational constraints and

load demand are satisfied [63]. Investment problems on the other hand are aimed at

identification of the optimal type, capacity, and location of different generation, lines,

and distribution technologies to meet the long term demand specifications.

Planning problems in MGs however present various challenges that render them in-
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tractable i.e.:

1. The non-linear, non-convex nature of the power flow equations that describe the

physical laws of the network. This results in a Non-deterministic Polynomial-

time (NP) hard problem given the absence of an analytical solution to the power

flow problem.

2. The uncertainties affecting the system operation making deterministic analyses in-

conclusive and inaccurate.

This chapter discusses potential solutions to the first challenge while the second challenge

is handled and discussed in Chapters 4 and 5.

At the core of the different planning problems are the AC power flow equations of a

network that ensure satisfaction of the physical laws governing system operation. Power

flow solutions describes the operating state of the entire system, by calculating some

quantities such as the complex voltage at each bus, line flows and power injections at

each bus. The model consisting of the full AC power flow equations is however a non-

convex and NP-hard problem. This has prompted researchers to propose approximations

and relaxations of the power flow equations to ensure that globally optimal solutions

are obtained. However, these have an inherent risk of not always obtaining physically

meaningful solutions i.e solutions that are not practically applicable [64, 65]. Addition-

ally, relaxations/approximations applicable to mesh networks at transmission level that

present low resistance (R) and high reactance (X) i.e., low R/X ratio transmission net-

works, may not perform well in the high R/X ratio radial distribution networks which

are further characterised by reverse power flows from DERs.

The optimisation problems defined in MGs are generally complex to solve due to the

non-linearities described and as such different optimisation algorithms have been pro-

posed to aid in finding optimal solutions. In this research, emphasis is on techniques

that seek global optima. These can be classified into the heuristic-based and the numer-

ical/mathematical convex optimisation methods. Meta-heuristic methods e.g. Genetic

algorithms (GA), Particle swarm optimization, Parallel simulated annealing (PSA), and

Tabu search, provide global solutions with minimal computational effort and have been

widely adopted in research [66–68]. These methods, sometimes referred to as ’black-

box’ methods do not exploit system structure and are evaluated based on simulations,

thus lacking guarantees on the quality of the solutions returned [69]. Unlike heuristic

approaches, in mathematical programming methods, the upper and lower bounds of the

solution can be qualitatively proved. In addition, these methods benefit from mature al-
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Convex relaxation

(outer approximation) Convex restriction

(inner approximation)

Nonconvex feasible set
Linear

approximation

Figure 3.1: Illustration of a linear approximation (green area), convex relaxation (red

area) and convex restriction (yellow area) for a non-convex space (blue area).

gorithms and different solvers that are continually being improved e.g. CPLEX, Gurobi,

and MOSEK [70]. Mathematical programming approaches are used to solve operational

and investment planning problems in this thesis can be classified as either approxima-

tions or relaxations based on their representation of the power flow equations. These

approaches leverage available mathematical programming solvers e.g. linear, quadratic,

second-order cone and semi-definite programming solvers in obtaining optimal solutions

to a given problem.

The OPF problem at the core of the different planning problems aims at obtaining a

feasible and optimal operating point that satisfies operational and physical constraints

at the minimum cost. In finding a solution to the first challenge, models that ensure AC

feasibility (i.e., exactness), global optimality, and computational efficiency are required.

In the past, different optimisation techniques with various linearisations, convexifications,

and approximations have been proposed to obtain locally or globally optimal solutions

of the OPF problem under specific assumptions [27]. Figure 3.1 illustrates the different

approximations that can be applied to the non-convex solution space. In general, non-

linear and non-convex techniques converge to locally optimal solutions with no guarantees

of global optimality, while their optimal solutions exactly satisfy the original power flow

equations. In contrast, convex relaxations provide a lower bound on the objective, yield a

global optimum, can certify the existence of problem infeasibility, and tend to be tractable

[27,64,71]. However, the solution obtained is not always physically meaningful and thus

can be inapplicable practically [64,65].
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yshl+ yshl−

η(l+) = i

Vi

η(l−) = j

Vj

ysl

Il+ Il Il−
Sl−Sl+

Figure 3.2: The Π model of the line and notation used in OPF formulation.

Contributions

The contributions of this chapter are as follows.

First, an analyssis and comparison of five different widely adopted OPF formulations for

ADNs and MGs under different performance metrics. These include basic Non-Linear

OPF [72], DistFlow (DF) [73,74], Linearised DistFlow (LinDF) without line shunts [75],

Extended DistFlow (ExDF) with line shunts [73], and Extended Augmented DistFlow

(ExAgDF) including line shunts [74].

Secondly, the models are presented under a unified mathematical structure and their

performance in practical situations analysed based on metrics defining the optimality gap,

normalised distance to a local AC feasible solution and normalised constraint violation.

Finally, the computational performance of each model is evaluated in a multi-period

optimisation problem with varying load and generation profiles. In this regard, the IEEE

34-bus test system is adopted to analyse their applicability for adoption in distribution

networks.

The rest of the chapter is organised as follows. In Section 3.2, the mathematical formu-

lations of the five AC OPF models mentioned above are presented. Section 3.3 presents

the metrics used to compare the different formulations. In Section 3.4, the proposed

OPF models are implemented on the IEEE 34-bus test system and their performances

are evaluated and discussed. Finally, in Section 3.5, the main conclusions of the chapter

are summarised.
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3.2 Formulations of the Optimal Power Flow

Problem

3.2.1 Notations

Let j =
√
−1, | • | denote the magnitude, •∗ complex conjugate while •/• represent

lower/upper bounds of the quantity •. We assume a balanced radial balanced network

represented by a connected graph G(N ,L), with N := {1, . . . , N} denoting the set of

network nodes with index 1 defined as the Point of Common Coupling (PCC) to the

transmission network. Set L ⊆ N ×N designates the set of network branches. The ADN

hosts a number of generators and loads, where G ⊆ N indicates the subset of nodes with

DERs, and D ⊆ N the subset of nodes with load demand.

The active and reactive power injections at each bus i are defined by si = pi + jqi.

The power injections are of the bulk grid import (export), DERs, and loads defined

by: simp (sexp), sg : g ∈ G and sdi ∈ D, respectively. Set Gi represents all generators

connected to node i. The voltage at each bus is defined by Vi = |Vi|∠θi with the square

of voltage magnitude denoted by vi = |Vi|2. Bus voltage at the PCC node is fixed at

V1 = 1∠0◦ pu. Each branch l ∈ L is represented by a Π model (Fig. 3.2) with the sending

and receiving ends denoted by l+ and l−, respectively, connected by two adjacent nodes

η(l+) = i and η(l−) = j. Set Lη(l+) includes all lines connecting from downstream of a

node/line in the from direction indexed by m, while Lη(l−) includes all lines connecting
from upstream in the to direction indexed by n. ysl is the series admittance given by

ysl = gl + jbl = 1/(rl + jxl) = 1/zl while y
sh
l+ = jbshl+ and yshl− = jbshl+ are the shunt

admittances at the sending and receiving ends, respectively (yshl+ = yshl− = jbshl /2). The

active and reactive power flows into the line at the sending (receiving) end are denoted

by Sl+ = Pl+ + jQl+ (Sl− = Pl− + jQl−). Il+ = |Il+|∠ϑl+ (Il− = |Il− |∠ϑl−) is the

current flowing into the line from sending (receiving) nodes while Il is the current in the

longitudinal section. The square of current flow is denoted by fl+ = |Il+|2, fl− = |Il−|2,
and fl = |Il|2 in each case. Each time step in the planning horizon T is indexed by t ∈ T .

3.2.2 Non-Convex Extended AC Optimal Power Flow

The compact formulation of the AC OPF problem can be defined as:

minimize :
χ

Θ(χ) (3.1a)

subject to : hk (χ) = 0, k = 1, . . . , n, (3.1b)
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gk (χ) ≤ 0, k = 1, . . . ,m (3.1c)

The operational decision variables are represented by χ include power in-feed of different

generators and power consumption in the network. The objective is defined in (3.1a),

(3.1b) represents the AC power flow equations while the operational limits on the control

variables are defined in (3.1c).

Depending on the goal of the optimisation problem, the objective (3.1a) can be aimed at

minimising active and reactive power generation costs, minimising active power losses,

minimising costs of power import from the grid and maximisation of profits in the case of

exports, minimising load shedding penalties, e.t.c. For an investment planning problem,

the objective will take the form of reduction of the total capital investment costs given

the investment candidates that can include both generating units and transmission lines.

The objective function is defined by:

Θ = min
χ


∑

t∈T

(
C imppimp

t − Cexppexpt

)
+
∑

t∈T

∑

g∈G
Cgpgt +

∑

t∈T

∑

l∈L
C lossplosslt


 (3.2)

where χ defines the decision variables while pimp/exp denotes the active power im-

port/export, pg is the active power generation by the different units, and ploss is the

active power loss function. The objective is to minimise the respective costs incurred due

to power import/export from/to the grid, unit power generation costs and the real power

losses in the network.

3.2.2.1 Generic AC Power Flow Model

The representation of the power flow equations in (3.1b) at each node can vary based on

the topology of the network i.e. radial or mesh network. The Branch Flow Model (BFM)

considers the power network as a directed graph. This model formulates the power flow

equations in terms of active and reactive power flows, squared current magnitude flows

and squared voltage magnitude at each node as indicated in [76]. On the other hand

the, Bus Injection Model (BIM) defines the network as an undirected graph. Therein,

the power flow equations are given in terms of voltages, current injections, and power

injection variables. The BFM is suited to a tree topology i.e. radial networks while the

BIM is widely adapted to the meshed topology of transmission networks.

In Model 1 the complex form of the non-linear AC OPF formulation is presented taking

into account the line shunts. Equation (3.3a) enforces the power balance at each node in
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Model 1 : Generic AC Optimal Power Flow [72]

sdit − simp
t|i=1

+ sexp
t|i=1

−
∑

g∈Gi
sgt =

∑

η(l+)=i

Sl+ +
∑

η(l−)=i

Sl− ∀i, t (3.3a)

Sl+ = Vη(l+)t(Il+)
∗, Sl− = Vη(l−)t(Il−)

∗, ∀l, t (3.3b)

Il+ = ysl (Vη(l+) − Vη(l−)) + yshl Vη(l+), ∀l, t (3.3c)

Il− = ysl (Vη(l−) − Vη(l+)) + yshl Vη(l−), ∀l, t (3.3d)

the network while (3.3b)-(3.3d) define the active and reactive power flows at both ends

of each line.

As a result of the non-linearity of the power flow equations in (3.3b), this non-convex

model can only be solved through the adoption of Non-Linear Programming (NLP)

techniques. Given that the model converges, the solution is locally optimal with no

guarantees on global optimality.

3.2.2.2 Technical Constraints

The constraints (3.1c) applied to the planning model define the technical operating bound-

aries within which the problem is to be solved and can vary based on the aim of the

optimisation problem. The constraints enforced in this study are defined as follows:

Constraints on transmission line loading limits

The thermal limits on the transmission lines can be imposed either by limiting the branch

current magnitudes or the apparent power flow in the line. These are defined using a

quadratic constraint as:

|Sl+| ≤ Sl or |Il+ | ≤ I l, ∀l, t (3.4a)

|Sl−| ≤ Sl or |Il− | ≤ I l, ∀l, t (3.4b)

where I l and Sl denote the maximum admissible line current and power loading, respec-

tively, for branch l.

Constraints on the nodal voltage limits

The secure operating limits for steady state operation within the MG are defined in (3.4c),

at the PCC i.e., node η(l) = 1, with the grid the voltage reference is set to the nominal
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network voltage i.e, 1 p.u:

V ≤ |Vη(l)t| ≤ V , |Vt|η(l)=1| = 1, θt|η(l)=1 = 0, ∀i, t (3.4c)

Constraints on the power exchange with the grid

Thresholds on active and reactive power imported from and exported to the grid are

applied by:

0 ≤ pimp
t ≤ pimp

t , 0 ≤ pexpt ≤ pexpt , ∀i, t (3.4d)

0 ≤ qimp
t ≤ qimp

t , 0 ≤ qexpt ≤ qexpt , ∀i, t (3.4e)

Constraints on the power generated by DERs

Generator operation should not violate the capacity limits on the active and reactive

power of the unit, this is ensured by:

p
gt
≤ pgt ≤ pgt, q

gt
≤ qgt ≤ qgt, ∀g, t (3.4f)

3.2.3 Convex Reformulations of the AC Power Flow Problem

Convex relations yield global optimal bounds to the original non-convex AC OPF. The

exactness of the relaxation will depend on the tightness of the envelope and defined

sufficient conditions thus providing a lower bound on the objective at the least. In

practical applications, however, sufficient conditions may not always be entirely satisfied

[77]. In this work, the focus is on formulations that adopt the BFM due to its desirable

numerical characteristics in relation to radial networks [76], which generally characterise

the configuration of ADNs.

At the core of the BFM relaxations based on Second-Order Cone Programming (SOCP),

two relaxation steps are followed [76]:

i. Elimination of the voltage and current angles from Model 1. This is performed by

the separation of the complex real and imaginary parts.

ii. Convexification of the non-convex hyperbolic constraint (3.3b), this is achieved by

relaxing the equality using SOCP to an inequality.
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3.2.3.1 Adapted DistFlow Relaxation

The DistFlow (DF) model [73, 74] is presented in Model 2 where the AC power flows

are described by constraints (3.5a)-(3.5e). Constraint (3.5d) defines the SOCP relaxation

applied to the equality constraint (3.3b) in Model 1 thus resulting in the convexification

of the model. Model 2 can be used with either zero line shunts (hereinafter denoted as

DF) i.e., line parameter bshl = 0, or with non-zero line shunts (hereinafter denoted as

DFw/s) i.e., line parameter bshl > 0. The sufficient conditions for the exactness of this

model are defined in [77–79] for the case of zero line shunts and include:

• A load over-satisfaction assumption i.e., rather than have both fixed upper and

lower limits on load demand, only upper limits are defined and no lower limits are

ensured [27, 80]. This implies that active power injections at a node can increase

beyond specified demands. This is especially unrealistic in case flexible loads and

ZIP load models are utilised.

• In radial networks, reverse power flows should consist of either only active power or

only reactive power or no reverse power should exist [78]. In ADNs with distributed

generation, scenarios of reverse power flow consisting of both active and reactive

power are imminent, especially during periods of high resource availability. This

renders the technique inaccurate and inapplicable in such scenarios.

• Optimal power injections lie in a region where the upper bounds on voltage are

non-binding [79].

3.2.3.2 Modified Lin-DistFlow Relaxation

A modified linear approximation of the DistFlow formulation in Model 2, defined as

LinDistFlow, is presented in Model 3. Here, the power flow equations are defined as

in (3.6a)-(3.6b) with the assumption that line losses indicated by the square of current

flow are negligible in comparison with the active and reactive power flows (i.e., flt <<

Stl ∴ flt ≃ 0) [75]. We apply the modification to the initial model in [75] to include line

flow limits using constraints (3.6c)-(3.6f). Here, in order to maintain the linear nature

of the problem, the quadratic line flow constraint (3.5d) is linearised using a convex

polygon defined by inner approximations of the thermal loading circle [81, 82]. Thus,

constraint (3.5d) is replaced by its piece-wise approximation as defined in (3.6c)-(3.6f)

where parameter ad =
√
2−1 is the derivative of the lines constructing the eight segments

of the convex approximation. This model provides an upper bound on voltage and lower

bound on power flows in the network [75].
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Model 2 : Adapted DistFlow Relaxation (DFw/s) [73, 74]

Stl+ = sdtη(l−) − simp
t|η(l−)=1

+ sexp
t|η(l−)=1

−
∑

g∈Gη(l−)

sgt

+
∑

m∈Lη(l+)

Stl+m + zlflt − j(vη(l+)t + vη(l−)t)
bshl
2
,

∀l, t (3.5a)

Stl+ = sdtη(l−) − simp
t|η(l−)=1

+ sexp
t|η(l−)=1

−
∑

g∈Gη(l−)

sgt +
∑

m∈Lη(l+)

Stl+m , ∀l, t (3.5b)

vη(l−)t = vη(l+)t + |zl|2flt − 2Re

(
z∗l

(
Stl+ + jvη(l+)t

bshl
2

))
, ∀l, t (3.5c)

flt ≥
|Stl+ + jvη(l+)t

bshl
2 |2

vη(l+)t
or

|Stl− − jvη(l−)t
bshl
2 |2

vη(l−)t
, ∀l, t (3.5d)

f lvη(l+)t ≥ |Stl+|2, f lvη(l−)t ≥ |Stl−|2, ∀l, t (3.5e)

|Stl+ | ≤ Sl, |Stl−| ≤ Sl, ∀l, t (3.5f)

v ≤ vη(l)t ≤ v, vtη(l)=1 = 1, ∀l, t (3.5g)

(3.4d)− (3.4f) (3.5h)

Model 3 : Modified Lin-DistFlow Relaxation (LinDF) [75]

Stl+ + stη(l−) =
∑

m∈Lη(l+)

Stl+m , ∀l, t (3.6a)

vη(l−)t = vη(l+)t − 2 (rlPtl+ + xlQtl+) , ∀l, t (3.6b)

− Sl ≤ Ptl+ + adQtl+ ≤ Sl, ∀l, t (3.6c)

− Sl ≤ Ptl+ − adQtl+ ≤ Sl, ∀l, t (3.6d)

− Sl ≤ adPtl+ +Qtl+ ≤ Sl, ∀l, t (3.6e)

− Sl ≤ adPtl+ −Qtl+ ≤ Sl, ∀l, t (3.6f)

(3.4c)− (3.4f) (3.6g)

3.2.3.3 Extended DistFlow Relaxation with Line Shunts

Model 4 presents a variant of the BFM relaxation for the AC power flows considering

non-zero line shunts [73]. Unlike Model 2 where current flow is only defined in the

longitudinal section of the Π model in Fig. 3.2, the current and power flows here are

defined at both ends of the line. This enhances the non-violation of the line ampacity

limits in the physical network [72]. Here, (3.7a)-(3.7e) define the power flow equations

while the line flows are constrained by (3.7f). Parameter αl+ is defined as αl+ = 1 +
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Model 4 : Extended DistFlow Relaxation with Line Shunts (ExDF) [73]

sit =
∑

η(l+)=i

Sl+ +
∑

η(l−)=i

Sl− ∀i, t (3.7a)

ftl+vtη(l+) ≥ |Stl+|2 or ftl−vtη(l−) ≥ |Stl−|2, ∀l, t (3.7b)

|αl+ |2vtη(l+) − vtη(l−) = 2Re(αl+z
∗
l Stl+)− |zl|2ftl+ , ∀l, t (3.7c)

|αl− |2vtη(l−) − vtη(l+) = 2Re(αl−z
∗
l Stl−)− |zl|2ftl− , ∀l, t (3.7d)

α∗
l+vtη(l+) − z∗l Stl+ =

(
α∗
l−vtη(l−) − z∗l Stl−

)∗
, ∀l, t (3.7e)

0 ≤ fl+ ≤ (f l), 0 ≤ fl− ≤ (f l), ∀l, t (3.7f)

v ≤ vη(l)t ≤ v, vtη(l)=1 = 1, ∀l, t (3.7g)

(3.4d)− (3.4f) (3.7h)

zly
sh
l+ . Similar to Model 2, constraint (3.7b) has been relaxed from an equality (3.3b) to

inequality thus obtaining an SOCP relaxation of the non-convex power flow. Sufficient

conditions for the exact SOCP relation of this model are detailed in [73] and include:

• There exist no lower bounds on active and reactive power injections i.e. load over-

satisfaction.

• Parameter αl+ is strictly positive. As shunt admittances are usually much smaller

than the series admittances in practice, this generally holds.

3.2.3.4 Augmented DistFlow with Line Shunts

The formulation in Model 5 enhances Model 2 by adding a new set of constraints

i.e. “augmentations”, defined by (3.8c)-(3.8m) with conditions on its sufficient operation

defined in [74]. The augmentations create inner approximations (restrictions) for the

feasible space of the problem that ensure a tighter envelope for the original relaxation in

Model 2. This is achieved by introducing auxiliary variables on the lines and node volt-

ages that apply security constraints on these variables. In Model 5, auxiliary variables

defined by superscripts •̂/•̌ indicate the lower/upper bound on the associated variable.

However, while the set of security constraints improves the feasibility of the model, it

creates a larger set of optimisation variables that widens the solution space. Sufficient

conditions for exactness of Model 5 include requirement for strictly increasing cost func-

tion for active power in the objective and various conditions on the network parameters

defined in [74].
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Model 5 : Augmented DistFlow with Line Shunts (ExAgDF) [74]

(3.5a)− (3.5e) (3.8a)

(3.4d)− (3.4f) (3.8b)

Ŝtl+ + stη(l−) =
∑

m∈Lη(l+)

Ŝtl+m − j
(
v̌η(l+)t + v̌η(l−)t

) bshl
2
, ∀l, t (3.8c)

Ŝtl− + stη(l−) =
∑

m∈Lη(l+)

Ŝtl+m , ∀l, t (3.8d)

v̌η(l−)t = v̌η(l+)t − 2Re

(
z∗l

(
Stl+ + jv̌η(l+)t

bshl
2

))
, ∀l, t (3.8e)

Štl+ + stη(l−) =
∑

m∈Lη(l+)

Štl+m + zlf̌lt − j(vη(l+)t + vη(l−)t)
bshl
2
, ∀l, t (3.8f)

Štl− + stη(l−) =
∑

m∈Lη(l+)

Štl+m , ∀l, t (3.8g)

f̌lvη(l+)t ≥ max
(∣∣P̂tl+

∣∣2 ,
∣∣P̌tl+

∣∣2
)
+

max

(∣∣∣∣Q̂tl+ + v̌η(l+)t
bshl
2

∣∣∣∣
2

,

∣∣∣∣Q̌tl+ + vη(l+)t
bshl
2

∣∣∣∣
2
)
,

∀l, t (3.8h)

f̌lvη(l−)t ≥ max
(∣∣P̂tl−

∣∣2 ,
∣∣P̌tl−

∣∣2
)
+

max

(∣∣∣∣Q̂tl− − v̌η(l−)t
bshl
2

∣∣∣∣
2

,

∣∣∣∣Q̌tl− − vη(l−)t
bshl
2

∣∣∣∣
2
)
,

∀l, t (3.8i)

f lvη(l+)t ≥ max
(∣∣P̂tl+

∣∣2 ,
∣∣P̌tl+

∣∣2
)
+max

(∣∣Q̂tl+
∣∣2 ,
∣∣Q̌tl+

∣∣2
)
, ∀l, t (3.8j)

f lvη(l−)t ≥ max
(∣∣P̂tl−

∣∣2 ,
∣∣P̌tl−

∣∣2
)
+max

(∣∣Q̂tl−
∣∣2 ,
∣∣Q̌tl−

∣∣2
)
, ∀l, t (3.8k)

v ≤ vit, v̌η(l−)t ≤ v, vt|n=1 = 1, ∀l, t (3.8l)

P̂tl+ ≤ P̌tl+ ≤ P l+ , Q̂tl+ ≤ Q̌tl+ ≤ Ql+ , ∀l, t (3.8m)

3.3 Model Feasibility Assessment

A relaxed OPF model is “exact” if its optimal solution satisfies the original non-convex

AC power flow equations. Each model is evaluated based on optimality, tractablity, and

exactness of its solution to the OPF problem. The metrics used in assessment of a model

performance therefore include the optimality gap, normalised deviation and constraint
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violation as discussed below.

3.3.1 Optimality gap

This metric compares the quality of the optimal solution for approximated/relaxed models

(Θrelax) w.r.t the optimal solution of the basic non-convex NLP-based OPF model (ΘNLP).

It is defined as:

OGrelax =

∣∣∣∣
ΘNLP −Θrelax

ΘNLP

∣∣∣∣ (3.9)

3.3.2 Average normalised deviation from NLP

This metric compares the divergence of the optimal value of decision variable χrelax• ob-

tained for the approximated/relaxed models w.r.t. the optimal solution χNLP
• obtained

from the NLP model. It provides an indication of the AC feasibility of the solutions of

the approximations/relaxations for each of the variables and is defined as follows:

δrelaxχ =
1

|T | · |Ω|
∑

t∈T

∑

n∈Ω

∣∣∣∣
χNLP
nt − χrelaxnt

χNLP
nt

∣∣∣∣ (3.10)

The sets T and Ω are the corresponding sets where variable χ• ≡ χnt lies.

3.3.3 Normalized constraint violation

The variables derived (χLFn ) are assessed for violation of the prescribed maximum and

minimum limits as indicated in (3.11). The violation relates to the largest positive dif-

ference between a variable and their upper bound or lower bound. This metric tests

the feasibility of the different relaxations against the engineering constraints for different

operating conditions. It is defined as:

CVrelax = max

(
χLFnt − χnt

χnt
,
χ
nt

− χLFnt

χ
nt

, 0

)
(3.11)
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Figure 3.3: Modified IEEE 34 bus network

3.4 Case Study

3.4.1 System Setup

The aforementioned five OPF models are evaluated on a modified version of the IEEE

34-bus network [83] shown in Fig. 3.3. The original system in [83] is adjusted to a

balanced three-phase network and includes three distributed Photo-Voltaic (PV) units at

nodes 12, 25, 34. The parameters for the network are indicated in Appendix A.4, where

all loads are modified as balanced three-phase ones and all transformers are modelled

as lines with series resistance and inductance. The base values of apparent power and

voltage magnitude are assumed to be 1 MVA and 24.9 kV, respectively. The load and PV

generation profiles adopted from [84] in Texas during 2016 using an average single day 24-

hour period. The optimization model was implemented in Pyomo [85] and Gurobi [86]

was employed as the convex solver while IPOPT [87] was adopted for the NLP problem.

3.4.2 Optimality gap

In Fig. 3.4, the quality of the objective value based on the metric OGrelax in (3.9) is

presented. While a larger gap of over 10% is recorded in the models that do not consider

shunt parameters (DF and LinDF), a near to zero gap is obtained in the case of the more

accurate models (ExDF and ExAgDF). Although both the 25th and 75th percentiles of

the LinDF are closer to AC optimality as compared to DF, this may not necessarily be an

indication to AC feasibility of the solution. This will be highlighted in the the following

section where the deviations of each of the variables to the local solution provided by the

AC NLP model are analysed.
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Figure 3.4: Optimality gap of each model w.r.t the total operational cost of the AC NLP

solution.

3.4.3 Deviations from local optimality

Furthermore, we studied the solutions provided by each model using the metric defining

deviations from the solutions offered by the NLP model, Model 1, defined in (3.10).

Recall that the solution of Model 1 is always feasible but provides no guarantees on

global optimality. The deviations in nodal voltages for the different models are indicated

in Fig. 3.5. Average deviations are obtained at 0.52%, 0.57%, 0.005% and 0.003% for

the LinDF, DF, ExDF and ExAgDF models, respectively, when compared to the solution

in Model 1. The LinDF model marginally outperforms the DF model as its is known

to provide an upper bound on voltage. This however is not the the case with regards

to the line flow deviations presented in Fig. 3.6. It should be noted that as the LinDF

model neglects line losses, it provides an optimistic solution for active power flow. The

75th percentile of the active power flow in the DF model is much lower than that of the

LinDF model. The average deviations for active power line flows are obtained as 6.69%,

4.23%, 0.20% and 0.03% for the LinDF, DF, ExDF and ExAgDF models, respectively.

However, as both models neglect the shunt parameters, both their reactive power flows

are shown to have large discrepancies. The 75th percentile of the ExDF and ExAgDF

models exhibit negligible deviations in both case. A similar trend is observed in Fig. 3.7

with regards to power injection deviations.

It is noteworthy to mention that ignoring the line charging of the shunt elements in the

OPF formulation may result in significant deviations in the reactive powers of the network.

Hence, in both Fig. 3.6 and Fig. 3.7, higher deviations in reactive power flows as compared

to active power flows are obtained for the models neglecting line shunts (i.e., LinDF and

DF). For reactive power injections, average deviations of 14.14%, 14.53%, 0.19% and

0.16% for the LinDF, DF, ExDF and ExAgDF models, respectively are obtained. The

average deviations for different variables are summarised in Table 3.1. It should be
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Figure 3.5: Voltage deviations of the different relaxations to the local solution of the NLP

model.
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Figure 3.6: Power flow deviations of the different relaxations to the local solution of the

NLP model.
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Figure 3.7: Power injection deviations of the different relaxations to the local solution of

the NLP model.

emphasised that the inaccurate modelling of the lines can present major effects to the

reactive power control of the network.

3.4.4 Constraint Violation

Convex relaxations using the SOCP have been applied to (3.3b) in the DF, ExDF and

ExAgDF models to ensure global optimality as well as tractability of the NLP. This

implies that for a model to be feasible i.e. physically meaningful, the relaxation should

remain within the bound defined by the product of nodal voltage and line current flows

shown in (3.5f) and (3.7b). Figure 3.8 presents the percentage normalised violation in

each of the SOCP models. The tight restrictions defined for the ExDF model ensure

that negligible violations exists implying that a physically meaningful solution can be
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Figure 3.8: Violations in the hyperbolic SOCP constraint (3.3b) for the convex relations

DF, ExDF and ExAgDF for all the lines and time periods.

obtained with a high percentage. Average percentage violations of 0.011%, 0.094% and

0.476% were obtained for the ExAgDF, ExDF and DF models, respectively.

In this study, all models indicated no constraint violation for the voltage and line ther-

mal limits. The different approximations and relaxations were thus able to provide an

AC feasible solution in each case. However, uncertainties and variations in operational

conditions may lead to deviations from reported results.

3.4.5 Computational Performance

In Table 3.1, the operational costs and computational times of the different models are

compared. The LinDF model as a linear approximation of the AC power flow indicated

the fastest time and a low cost. Note however that this model provides an optimistic

solution for the OPF problem. The ExAgDF provided the lowest optimal cost but the

solution time in comparison with the other relaxations is relatively high. It is worthwhile

to mention that the auxiliary variables used for the augmentations in this model aimed

at ensuring AC feasibility and greater accuracy, result in a larger solution space that

increases the computational time of the model. The NLP model guarantees AC feasibility

but only provides a locally optimum solution. However, as detailed in Table 3.1, this

model suffers from a large computational time in comparison with the approximated and

relaxed models and can fail to converge in some instances. The choice between accuracy

in network modelling and computation performance will thus dictate the end application

of the model. For larger networks, the computational performance of the LinDF model

can provide a faster solution at a cost of lower accuracy and optimality.
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Table 3.1: Computation time, optimal cost and average variations of the different algo-

rithms

NLP LinDF DF ExDF ExAgDF

Computation Time [s] 727.34 0.18 2.04 2.86 171.52

Total Cost [$] 38133 39088 41155 38122 38080

% δrelaxVi
- 0.52 0.57 0.005 0.003

% δrelaxpi - 7.54 3.19 0.24 0.03

% δrelaxqi - 23.60 23.65 0.33 0.31

% δrelaxPl
- 6.69 4.23 0.20 0.03

% δrelaxQl
- 14.14 14.58 0.19 0.16

3.5 Conclusion

In this Chapter, the non-linear OPF model and five of its approximations and relaxations

suited to ADNs and MGs have been presented. The OPF solution provides a fundamental

result for network analysis and the different approximations are used in the rest of this

thesis for the power flow and power balance models. A comparison is made between the

different models based on the optimality gap, variable deviations from the NLP solution,

and the constraints violation measures. The optimality gap while providing an indication

of the quality of the objective value may not provide a detailed indication of the feasibility

of a linearization or relaxation. Using average deviations of different OPF variables, the

divergence of each variable from local optimality and an indication of the AC feasibility

of the approximation/relaxation can be obtained. The normalised constraint violation

metric further ensures the practical applicability of a model by testing it against physical

technical limits. The effect of accurate network modeling to the OPF solution is further

investigated by analysing the results of approximations and relaxations with/without line

shunts. The results of approximated/relaxed models highlight significant effects of ignor-

ing shunt elements to reactive power control. Finally, the computational performance of

each model is analysed to evaluate its scalability for the larger networks.

Accurate modeling of the network is vital in ensuring that power flows, voltages, and

generation states are correctly captured during system operation. This ensures that any

existing security violations that exist during the steady-state operation are observed in

time and mitigation processes are put in place to ensure secure operation. In MGs, the

operator is always presented with the choice and compromise between techniques that

offer practical AC feasibility and those that present computational efficiency. Moreover,

there is an added complexity due to the intermittency of renewable energy units and

59



3.5. Conclusion

loads. In the next Chapters, 4 and 5, the OPF problem is enhanced to handle uncertain

variations in the network using stochastic and robust reformulations to ensure holistic

modeling of the network.
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Part II

Steady-State Security and

Uncertainty Handling
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Chapter 4

A Stochastic Investment Planning

Model for Designing Sustainable

Island Microgrids

In practice, Microgrids (MGs) have traditionally been operated by fossil-fueled producers

with competitive total investment/operation costs in comparison with renewable produc-

ers. However, Renewable Energy Resources (RES) are currently a high-priority option for

designing and creating MGs due to serious concerns about global warming and climate

change in addition to rapid evolution of sustainable energy resources with reasonable in-

vestment and operation costs [88]. However, these sources add to the uncertainty in power

system operation due to their intermittent nature. This is in addition to the variations

present in load consumption during real-time operation. Therefore, during the optimal

design and operation of MG systems, the handling of the different uncertainties is key

to the secure and resilient operation. In this chapter, a two-stage stochastic approach

is employed to deal the uncertain generation from RES and load demand in MGs. The

variations in load demands and solar/wind power productions are captured using three

types of scenarios i.e. risk-seeker (best), risk-neutral (nominal), and risk-averse (worst)

representative days, generated by the agglomerative hierarchical clustering technique.

Additionally, to enhance computational tractability, Model 2 i.e., DF model as presented

in Chapter 3 is adopted. The performance of the proposed Mixed-Integer Second-Order

Cone Programming (MISOCP) formulation is tested on a real MG network on Alderney

Island (the third largest of the Channel Islands) to design a sustainable network through
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optimal investment in battery, solar, and wind units. The work in this chapter is partially

presented in publication [C5].

4.1 Dealing with Uncertainty in Microgrid Planning

Technically, the variations in load profiles and generation output especially for renewable

energy sources as well as large variations in power injections caused by contingencies

affect the optimal planning of the network. The deregulation of the power network in

different localities has also brought about uncertainties due to price volatility in the

energy markets and flexibility of the demand consumption.

The system state xt+1 at a future time period can be defined as:

xt+1 = f(xt, ũt) (4.1)

where ut represents the exogenous disturbance process making the trajectory of the sys-

tem uncertain i.e. the uncontrollable or random parameters. In decision making under

uncertainty in power systems, the state xt denotes to the decision variable that can rep-

resent a control variable, operation variable or design variable. The goal of the decision

making process is to determine the optimal decision variable that will minimise a defined

cost function given the realisation of the uncertain parameters. Generally, the approaches

that have been adopted in power systems to deal with uncertainty can be characterised

into: Stochastic Optimisation (SO), Robust Optimisation (RO) and Distributionally

Robust Optimisation (DRO) techniques [71]. Their characteristic features and general

model formulations are discussed below.

4.1.1 Stochastic Optimisation

SO assumes that complete knowledge of the probability distribution of the uncertain

parameters exists. The SO model is defined as:

min
x∈χ

(
EP

{
h
(
x, ũ

)})
(4.2)

where x is a vector of decision variables, χ is the feasible set of the decision variables,

P is the probability distribution of the uncertain parameters and h is the cost function.

The objective in SO minimises the expected-value E of the cost over all scenarios of the

uncertain parameters in the probability distribution space. The probability distribution

is normally inferred from historical data or expert opinions. In cases where a known
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probability distribution function of the uncertain parameters does not exist, an empirical

distribution function can be built from Monte Carlo simulations [89]. It is evident that

this approach requires large amounts of data to model the different operational scenarios

and this can result in computational problems.

4.1.2 Robust Optimisation

Unlike SO that considers finite sets of pre-selected scenarios of the uncertain parameters

or injections, the uncertainty in RO is modelled using a compact deterministic uncer-

tainty set ( D) that takes into account all future uncertainties. The uncertainty set is

constructed assuming no distributional knowledge about the underlying uncertainty, ex-

cept for its support e.g. mean and/or co-variance. RO aims at finding decision variables

that maximises the uncertainty for the minimum possible objective function value i.e.,

minimise the worst-case scenario [90–92]. In so doing the approach immunises against all

realisations of uncertain data within the uncertainty set, minimising the worst-case cost.

The RO model is defined as:

min
x∈χ

(
max
ũ∈V

{
h
(
x, ũ

)})
(4.3)

where V denotes the uncertainty set of the random parameters ũ. A solution to (4.3) is

feasible iff it satisfies all constraints for all possible realisations of the uncertain parameters

in V . The uncertainty set can take the form of bound intervals, polytopes and other

convex sets.

The benefits presented by RO include its requirement of only moderate information about

the uncertainty e.g. mean, range of uncertainty, but yet it includes the flexibility to

incorporate more probabilistic information as and when it is available. However, RO

suffers from “conservativeness”, an attribute that renders it imperative to the analysis

of HILP events but can result in instances of impracticability. The conservatism of RO

can be controlled by a flexible design of the uncertainty set and the proper choice of the

optimisation structure for example a static one-stage formulation versus a multi-stage

formulation [71, 93]. In one-stage strategies, all decisions are made at once and it is not

possible to adjust the the solution before the result of the uncertain process is known. In

two/multi-stage approaches, similar in concept to the separable problems, it is possible

to observe and adjust the plan before the final outcome i.e the goal is to minimise the

cost of the first stage decision in addition to an overall/average cost of the second stage

decisions which are based on the different scenarios to which the problem is applied.
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4.1.3 Distributionally Robust Optimisation

On a practical level, it is almost impossible to obtain a distinct Probability Distribution

Function (PDF) about a given uncertain parameter to be used in the stochastic model.

The DRO approach assumes that the underlying PDF of the uncertain parameters is

unknown but belongs to an ambiguity set of probability distributions that are close to the

true distribution [94]. The parameters of the ambiguity set are specified based on available

distribution information in terms of empirical mean, variances, co-variances, distance

from a known distribution etc., hence the solution is robust against the inaccuracies in

the probability data. The DRO model is defined as:

min
x∈χ

(
max
P∈U

(
EP

{
h
(
x, ũ

)})
)

(4.4)

where U defines the ambiguity set of PDFs. The DRO approach minimises the the

worst-case expected cost over a family of possible PDFs characterising the uncertain

parameters in the ambiguity set instead of assuming a single probability distribution

function [95, 96]. If compared with the uncertainty set used in RO, an ambiguity set

is a set of probability distributions (measures) while uncertainty set is a set of possible

realisations of the random variable. Moreover, DRO considers the worst-case distribution

in the ambiguity set while RO considers the worst-case realisation in the uncertainty set.

DRO therefore provides an intermediate solution between RO and SO and therefore

can provide a more practical solution that is less dependant on available data and less

conservative.

The choice of uncertainty handling approach to adopt in MG planning problems can de-

pend on the planning horizon i.e., long-term for investment problems to short-term for

operation problems, size of the network i.e., small scale MG to large-scale MG and the

optimisation goal e.g., resilient operation, secure operation, unit commitment, economic

dispatch e.t.c. The tractability of the final optimisation problem will depend both on the

uncertainty handling approach and level of detail included in the problem. In the follow-

ing, a MG investment and operational planning problem considering the uncertainties in

the load demand and renewable generation are presented.

The rest of the chapter is organised as follows: Section 4.2 outlines the modelling pre-

liminaries adopted throughout this chapter. Section 4.3 presents the proposed stochastic

modelling approach to MG design, the approach is applied to the study of the Alderney

Island electricity network in Section 4.4. Finally, conclusions are drawn in Section 4.5.
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4.2 Related Works and Contributions

Related Works

Various non-deterministic optimisation models have been introduced in the literature for

MG investment planning including SO [97–102] and RO [103–110]. In reference [103], a

robust technique that decomposes the problem into investment planning in the master

problem and an optimality checking operational planning sub-problem is proposed to

handle the different uncertainties in the network. A tri-level decomposition algorithm

using both primal and dual cutting planes is proposed in [105] for an active distribution

expansion planning problem. A robust approach transformed into a single-level model by

duality gap theory is proposed in [111] for robust MG design under severe uncertainty.

A scenario-based deterministic iterative algorithm is presented in [98] to ensure the re-

liability of the network in a joint expansion planning of distribution network assets and

generation. Furthermore, the stochastic approach in [100] uses a Monte Carlo stochastic

programming-based approach for optimal sizing of MGs with wind and battery energy

systems. While a meta-heuristic optimisation approach has been presented in [112] for

efficient planning considering both AC and DC microgrids in remote isolated communities

using virtual scenarios generated from Monte Carlo. In [113] particle swarm optimisation

and genetic algorithm-based optimisation techniques are proposed for optimal sizing and

siting of distributed generation resources in an existing distribution network to convert it

into sustainable autonomous MG. The approach in [102] solves the stochastic model pro-

posed for optimal investment in distribution networks under different disastrous events

characterised by a set of scenarios, with Bender’s Decomposition coupled with heuristic

approaches. A scenario-based stochastic programming framework is proposed to model

the correlated uncertainty using probability trees to represent the dynamics of the ran-

dom parameters and the non-anticipativity of the decisions in [99]. The approach in [114]

proposes a Markovitz i.e., mean-variance objective function to minimise the risk in the

operation of the MG with an SO model formulated as a two-stage model.

However, the stochastic MG planning frameworks reported in the aforementioned litera-

ture do not present guarantees on the robustness of the scenarios incorporated into the

problem i.e., risk-neutral scenarios considering mean values are utilised. Moreover, the

use of multi-level frameworks increases the complexity of the solution approaches. As

well, the large data requirement can result in intractability in large systems. On the

other hand the over-conservatism in RO-based approaches can result in unaffordable MG

designs, particularly in areas with lack of sufficient financial budgets. Additionally, incor-
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porating the basic non-linear and non-convex AC power flow equations into the proposed

model further complicates the problem.

Contributions

In this Chapter, a stochastic model is formulated with data based on previous historical

realisations. A clustering technique is adopted to reduce the data requirement of the

model creating representative days. Furthermore, to improve guarantees on reliability

and robustness of the solution, decision-making under risk seeker and risk averse sce-

narios at each representative day are analysed. Furthermore, as discussed in Chapter

3, directly incorporating the basic non-linear and non-convex AC power flow equations

into the proposed model may result in intractability. Accordingly, a second-order cone

convexification of the AC power flow equations is employed to obtain a tractable optimi-

sation model as a Mixed-Integer Second-Order Cone Programming (MISOCP) problem.

The contributions in this chapter are threefold.

• First, the uncertainties of correlated load demands and solar/wind power produc-

tions are characterised with risk-seeker (best), risk-neutral (nominal), and risk-averse

(worst) representative days generated by the agglomerative hierarchical clustering.

• Secondly, a two-stage stochastic investment planning model is proposed, formulated

as an MISOCP optimisation problem.

• The stochastic formulation is applied for optimal investment into battery, solar, and

wind units under the uncertainty of load demands and solar/wind power productions

for a real network for Alderney Island.

4.3 Formulation of Stochastic Planning Model

4.3.1 Modelling Preliminaries

Throughout this chapter, bold letters are used to indicate vectors while entries of vectors

are denoted by regular letters. The MG is considered to be a radial balanced network

represented by a connected graph G(N ,L), with N := {0, 1, . . . , N} denoting the set of

network nodes including the substation node 0, and L ⊆ N × N designating the set

of network branches. A distribution network hosts a number of Distributed Energy Re-

sources (DERs) and loads, where S ⊆ N indicates the subset of nodes with conventional

generators, R ⊆ N the subset of nodes with Renewable Energy Sources (RESs), B ⊆ N
the subset of nodes with Battery Energy Storage Sources (BESSs), D ⊆ N the subset of
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nodes with load demand.The set of nodes with DERs is thus obtained by the following

set union M := S∪R∪B. The set of respective units at node i ∈ N are given by Si ⊆ S,
Ri ⊆ R, Bi ⊆ B, and Di ⊆ D. Cardinallity of the previously defined sets is denoted by:

nd := |D|, ns := |S|, nb := |B|, nl := |L|, nc := |C|, nr := |R|.

For each DER g ∈ S ∪R∪B, variables pgto and qgto represent active and reactive power

injections at time period t ∈ T and operating condition i.e., representative day o ∈ O;

and, the upper/lower limits are represented by / . The active and reactive power flows

in each line l ∈ L are defined as Pl and Ql respectively with li
+

and li
−
denoting the

upstream and downstream lines connected to node i ∈ N . Moreover, the square of

current magnitude flowing through a line is denoted by fl.

4.3.2 A Data Clustering Technique

In investment planning, it can be assumed that the patterns of load demands and RES

power productions remain unchanged during a one-year period. Due to tractability issues,

it may not be practical to consider the entire yearly patterns of uncertain load demands

and RES power productions in the model. Accordingly, the model considers a sufficient

number of representative daily patterns (i.e., representative days) instead of the yearly

patterns for correlated load demands and RES power productions through appropriate

data clustering techniques to characterise their increasing/decreasing variations during

the planning horizon proficiently.

In general, data clustering techniques offer a means for grouping patterns exhibiting con-

sistent behaviour, and thus, allowing for a reduced number of scenarios to be utilised

instead of the entire input data-set. Different clustering techniques fall into two com-

mon groups, i.e., hierarchical and partitional algorithms [115]. In this chapter, the

Agglomerative Hierarchical Clustering (AHC) technique [115, 116] is adopted to gen-

erate risk-seeker (best), risk-neutral (nominal), and risk-averse (worst) scenarios (i.e.,

representative days) characterising the uncertainty of correlated load demands and RES

power productions during the entire planning horizon. This technique merges data based

on a proximity (similarity) measure using a bottom-up approach, i.e., aggregating from

individual points to the most high-level cluster [116]. In this case, the data clustering

procedure groups daily patterns consisting of 72 distinct entries corresponding to the 24

hourly values each of normalised load demand, solar power production, and wind power

production for all 365 days. In other words, the input data-set is a (365×72)-dimensional

matrix wherein each row of the matrix pertains to daily profiles of load demands, solar

power productions, and wind power productions during a specific day of the planning
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horizon. All data is normalised using the system base power thus taking on values be-

tween ‘0’ and ‘1’. In summary, the AHC algorithm takes the following major steps:

1. Calculate the proximity matrix for the initial clusters consisting of each daily pattern

of load demands, solar power productions, and wind power productions as a separate

cluster,

2. Merge the pair of nodes with the smallest distance in the proximity matrix into one

unique cluster,

3. Update the proximity matrix to reflect the merge operation of Step 2 by calculating

the distances between the new cluster and the other clusters,

4. Repeat Step 2 and Step 3 until a single cluster remains or a pre-defined number of

clusters is reached,

5. Report the representative days for the obtained clusters.

In this study, the euclidean distance is used as a proximity measure to merge clusters

at each iteration [115, 116]. Unlike the partitional clustering algorithms, e.g., k-means

clustering technique, the hierarchical clustering algorithm do not require a predefined

number of clusters as an input parameter and provide a deterministic approach where

the same hierarchy is always obtained for the same input data-set. Additionally, data

structures created by the AHC hierarchies are more informative than the unstructured

clusters resulting from partitional clustering.

After clustering all historical observations, the model incorporates the best (risk-seeker),

nominal (risk-neutral), and worst (risk-averse) representative days [117] for each data

cluster. The α-quantile of the empirical cumulative probability distribution of each clus-

ter represent the best representative day, while the (1 − α)-quantile of the empirical

cumulative probability distribution of each cluster represent the worst representative

day. Without loss of generality, it is assumed that α = 0.01. Moreover, the nominal

representative day is similar to α = 0.50.

4.3.3 Problem Model Formulation

This section presents the mathematical formulation of the investment and operational

planning mode. A single-year planning horizon under a specific number of scenarios,

i.e., representative days, is considered to ensure a compromise between accuracy and

computational tractability of the model. Each representative day is described by distinct
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patterns for load demands and RES power generations. In the following, a description of

the objective and technical constraints considered is presented.

In the proposed model, the first-stage investment variables are here-and-now decisions

and not a function of uncertain parameters, while the second-stage operation variables

are wait-and-see and a function of uncertain parameters.

4.3.3.1 Objective Function

The objective function (4.5a) simultaneously minimises the total investment (Θinv) and

total operational (Θopr) costs. It is defined as:

min
(
Θinv +Θopr

)
(4.5a)

Θinv =
∑

b∈B
(icb · zb) +

∑

g∈R
(icg · zg) (4.5b)

Θopr =
∑

o∈O

∑

t∈T

∑

g∈{S,R}
(τo ·mcg · pgto) +

∑

o∈O

∑

t∈T

∑

d∈D
(τo · pcd · pdto · (1− ydto))

+
∑

o∈O

∑

t∈T

∑

g∈R

(
τo · pcg ·

(
pAVgto − pgto

)) (4.5c)

where zb and zg denote the investment status of the BESS and RESs respectively. Costs

icb and icg and mcb denote the annualised investment costs each BESS unit, RES unit

and marginal cost of each generator, respectively, while pcd defines the penalty costs for

curtailment of load, while and pcg is the penalty for RES power generation curtailment

from the maximum power available pAVgto at each hour and representative day. Binary

variable ydto denotes the curtailment status of load demand at a node i.e., 1/0 implies

not-curtailed/curtailed. Parameter τo is the weighting factor of representative day o.

Θinv defined in (4.5b) calculates the total investment costs of the battery and RES units,

while Θopr in (4.5c) includes the operational costs for the micro-turbine/diesel, load

shedding costs and the curtailment costs for the RES power generations, respectively.

4.3.3.2 Operational Constraints

The constraints taken into account to indicate the operational limitations of the network

include the following:

Network Constraints

In this study, the DistFlow model [76] defined as Model 2 (DF) in Chapter 3 is selected

to represent the network constraints. The large number of operational scenarios, i.e.
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representative days, and the existence of integer variables from the investment candidates

make the problem large and complex. Hence the DF technique was adopted as opposed

to the ExDF and ExAgDF techniques that provide better approximations as indicated

in Section 3.4. Note that computational efficiency exponentially increases with the size

of the optimisation problem. The active and reactive nodal power balances for each hour

of every representative day are re-defined in (4.6a) and (4.6b). The battery charging

power and discharging power are distinguished by superscripts ‘ch′
and ‘dch′

while the

node voltages and line flows are as defined in Model 2 (see Chapter 3).

Pli+to +
∑

g∈{Ri,Si}
pgto +

∑

b∈Bi

(
pdchbto − pchbto

)
=
∑

li−∈Li
Pli−to

+
∑

d∈Di

(p̄dto · ydto) ,
∀i, t, o (4.6a)

Qli+to +
∑

g∈{Ri,Si}
qgto =

∑

li−∈Li
Qli−to +

∑

d∈Di

(q̄dto · ydto) , ∀i, t, o (4.6b)

vi−to = vito + 2 ·
(
rli− · Pli−to + xli− ·Qli−to

)
+
(
r2
li−

+ x2
li−
)
· fli− , ∀i, t, o (4.6c)

vi−to · fli− =
(
p2
li−

+ q2
li−
)
, ∀i, t, o (4.6d)

Technical Constraints

The minimum and maximum bounds on nodal voltages are set by (4.7a) while (4.7b)

sets the voltage at the power station to 1 p.u. Additionally, (4.7c) bounds the active and

reactive power flows between two connected nodes within the thermal limitations of the

connecting line.

v ≤ vito ≤ v, ∀i, t, o (4.7a)

v1to = 1, ∀t, o (4.7b)

P 2
lto +Q2

lto ≤ Sl, ∀l, t, o (4.7c)

Constraints (4.7d) and (4.7e) ensure the limits on active and reactive power generation

for existing units in the network, respectively, while constraints (4.7f) and (4.7g) ensure

the limits of active power generation for the candidate conventional and RES units.

0 ≤ pgto ≤ pg, ∀g ∈ {S,R}, t, o (4.7d)

q
g
≤ qgto ≤ qg, ∀g ∈ {S,R}, t, o (4.7e)

0 ≤ pgto ≤ pgto · zg, ∀g ∈ {S,R}, t, o (4.7f)

q
g
· zg ≤ qgto ≤ qg · zg, ∀g ∈ {S,R}, t, o (4.7g)
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The battery dynamics are defined in (4.7h)-(4.7l). Constraint (4.7h) ensures that the

stored energy of each battery unit at every hour of each of the representative days is

within the state-of-charge limits. The battery initial charge einibo for each day should

be maintained at the same level at the end of the day, this is ensured by constraint

(4.7i). The maximum charging and discharging levels are ensured by constraints (4.7j)

and (4.7k), respectively. Moreover, constraint (4.7l) ensures that the battery does not

simultaneously charge and discharge at each hour in all representative days.

eb · zb ≤ einibo +

t∑

τ=1

(
ηchb · pchbτo −

1

ηdchb

· pdchbτo

)
≤ eb · zb, ∀b, t, o (4.7h)

T∑

τ=1

(
ηchb · pchbτo −

1

ηdch
· pdchbτo

)
= 0, ∀b, t, o (4.7i)

0 ≤ pcbto ≤ pmax,ch · zchb , ∀b, t, o (4.7j)

0 ≤ pdbto ≤ pmax,dch · zdchb , ∀b, t, o (4.7k)

zchb + zdchb ≤ zb, ∀b, t, o (4.7l)

Carbon Emission Limits

An emission factor efg gram/kWh is applied to the conventional units for each kilo watt

of power generated. A maximum intensity efmax is then set for each of these generators

for each representative to limit its carbon emissions. The non-violation of this limit is

ensured by (4.8).

∑

t∈ΩT

∑

g∈ΩMn
efg · pgto ≤ efmax ·

∑

t∈ΩT

∑

s∈ΩS
pdto, ∀g ∈ S, t, o (4.8)

The two-stage stochastic optimisation model described in (4.5)-(4.8) is a Mixed Integer

Second Order Cone Programming (MISOCP) problem that is tractable and can be easily

solved by off-the-shelf optimisation packages.

4.4 Case Study-Results

4.4.1 System Description

Alderney island has a closed energy system fully fed by imported fuel oil for electricity,

heat, and transportation. The Alderney network consists of both the 11 kV primary

distribution network, and the 415 V secondary distribution network. It consists of four
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Figure 4.1: The AEL network one-line diagram.

radial feeders with 26 buses as depicted in Fig. 4.1. The existing infrastructure constitutes

of electric power generated solely at the centrally located power station by the 8×450 kW

diesel units. The power station is connected to the 11 kV primary distribution network

via two 2500 kVA transformers and the 11 kV primary distribution network is connected

to the 415 V secondary distribution network by 500 kVA transformers at different sub-

stations. The network parameters are as defined in Appendix A.1. Both primary and

secondary networks are connected by an underground cable network. A sole operator

Alderney Electricity Limited (AEL) manages the Alderney network.

Although investment into sustainable energy resources obviates the full reliance of the

Alderney island MG network on fossil-fueled energy resources, the power productions

of renewable technologies are highly intermittent. In other words, designing a sustain-

able MG without characterising the uncertainty and volatility in power productions of

renewable technologies may result in significant non-supplied energy demand under spe-

cific operational scenarios. Therefore, it is vital to develop and utilise uncertainty-aware

practical planning tools ensuring the adequacy of the MG design under different un-

certainty sources (e.g., load demand and solar/wind power production). The stochastic

MISOCP model described above is therefore applied to design a sustainable solution for

the Alderney network.
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Figure 4.2: Yearly profiles of load demands and solar/wind power generations on Alderney

island in 2013.

4.4.2 Input Data

The peak load for the island was equal to 1.252 MW in 2013. In addition, the solar

irradiation and wind speed on Alderney island in 2013 are taken from [118]. It is assumed

that the efficiency of candidate solar panels/modules in solar farm is equal to 10% [119]

and the cut-in speed, rated speed, and cut-out speed of candidate wind turbines (i.e.,

Vestas V90 1.8 MW) are equal to 4 m/s, 12 m/s, and 25 m/s, respectively. In addition,

the hub height of each wind turbine is equal to 80 m. Given a 1.8 MW solar farm

with a 2-hectare land used to construct this power plant and a 1.8 MW wind farm, the

yearly profiles of load demands, solar power generations, and wind power generations

in 2013 are depicted in Fig. 4.2. The AHC technique is used to obtain representative

days using the yearly profiles of load demands and RES power generations on Alderney

island in 2013. For each cluster, three scenarios, i.e., risk-seeker, risk-neutral, and risk-

averse representative days, are obtained as illustrated in Fig. 4.3 for the case of one

representative day. Risk-seeker, risk-neutral, and risk-averse options are defined by the

0.99-, 0.50-, and 0.01-quantile of the respective clusters, respectively.

The investment candidates considered include battery, solar and wind generation units.

Data profiles for the year 2013 were applied for load demand, solar and wind generation

as depicted in Fig. 4.2 and Table 4.1 indicates a comparison of the costs and capacity
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Figure 4.3: Best, nominal, and worst representative days for load demand, solar and

renewable power generation on Alderney island considering one representative day.

factors for the different units. The investment costs of different technologies are taken

from https://atb.nrel.gov. In order to calculate the annualised costs the Capital

Recovery Factor (CRF) is employed which is defined as:

CRF =
i · (1 + i)y

(1 + i)y − 1
(4.9)

where i is the interest rate and y is the lifetime of the generation unit. It is assumed that

the interest rate (i.e., i) is equal to 0.053, while the life time (i.e., y) of battery, solar, and

wind units is equal 15, 30, and 30, respectively. Accordingly, the CRF used to calculate

the annualised costs for battery, solar, and wind units is equal to 0.098, 0.067, and 0.067,

respectively.

From Table 4.1, the Capacity Factor (CF) for wind technology is significantly higher

than that of the solar technology, however the former has higher annualized costs. Bat-

tery technologies however have the highest annualized costs given their short life cycles.

Furthermore, it is assumed that operational costs of battery, solar, and wind units are

equal to zero while the operational cost of diesel units is equal to 196.2 £/MWh [120] on

Alderney island based on prices at the time of writing. The penalty cost of curtailing load

demand is set to 1962 £/MWh. The cost is set 10× higher than the highest operational
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Table 4.1: Investment costs of different technologies

Technology Battery (B) Solar (S) Wind (W)

Investment Cost [M£/MW] 0.98 0.84 1.21

Annualized Investment Cost [£/MW] 96040 56280 81070

Capacity Factor [%] (at 1.8MW capacity) - 16.27 54.39

cost to ensure load curtailment is only applied as a last resort.

4.4.3 Simulation Results and Analysis

In order to ensure that an optimal technology mix is obtained to adequately and sustain-

ably supply the electricity demand at Alderney, six cases defining alternative network

configurations with varying investment candidates are considered as follows:

Case 1 (C1): 10×1.8 MW solar and 10×1.8 MW battery units;

Case 2 (C2): 10×1.8 MW wind and 10×1.8 MW battery units;

Case 3 (C3): 10×1.8 MW solar, 10×1.8 MW wind and 10×1.8 MW battery units;

Case 4 (C4): 10×1.8 MW solar, 10×1.8 MW battery units and existing diesel units;

Case 5 (C5): 10×1.8 MW wind, 10×1.8 MW battery units and existing diesel units;

Case 6 (C6): 10×1.8 MW solar, 10×1.8 MW wind, 10×1.8 MW battery units and

existing diesel units.

Cases 1 to 3 consider an entirely RES supplied AEL network while Cases 4 to 6 are

hybrid options that consider a mix of renewable sources as investment candidates and

the existing diesel generators to meet the Alderney load demand. All simulations are

carried out using PyEPLAN [121] with Gurobi [86] used as an optimisation solver.

4.4.3.1 Costs Analysis of the Investment Alternatives under Different Risk

Levels

In Fig. 4.4, the total investment and operational costs are presented for the different

cases considering five representative days. The risk-seeker, risk-neutral and risk-averse

scenarios allude to the best, nominal and worst representative days. Figure 4.4 shows that

in all scenarios, higher costs are recorded in the case of the purely renewable investment

plans as opposed to the hybrid cases that consider the existing AEL diesel units in addition

to the RES units. With regards to a 100% renewable AEL network, it is indicated

that wind units provide a more economical solution as compared to solar units. This
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Figure 4.4: Total costs for all cases considering best, nominal and worst representative

days i.e., risk-seeker, risk-neutral and risk-averse planning scenarios respectively.

Table 4.2: Investment decisions and LCOE values for all case studies with the best, worst

and nominal representative days.

Best Representative Day

(Risk-Seeker)

Nominal Representative Day

(Risk-Neutral )

Worst Representative Day

(Risk-Averse)

Investment

Decisions

LCOE

[£/kWh]

Adequacy

[%]

Investment

Decisions

LCOE

[£/kWh]

Adequacy

[%]

Investment

Decisions

LCOE

[£/kWh]

Adequacy

[%]

C1 1×B, 2×S 0.546 80.9 1×B, 6×S 0.686 78.4 1×B, 10×S 4.855 31.1

C2 1×W 0.028 100 1×B, 3×W 0.100 99.4 1×B, 6×W 1.593 58.8

C3 1×W 0.028 100 1×S, 3×W 0.078 100
1×B, 10×S,

4×W
0.967 74.2

C4 1×S 0.086 100 1×B, 3×S 0.119 100 - 0.196 100

C5 1×W 0.026 100 1×W 0.063 100 2×W 0.150 100

C6 1×W 0.026 100 1×S, 1×W 0.051 100 2×W 0.150 100

is further observed in Case C3 where both solar and wind units in addition to battery

units are considered as investment options. From Table 4.2, it is indicated that solar

units are only installed during risk-averse scenarios that are characterised by low load

and high generation. These units while having a much lower investment costs per unit,

are associated with a much lower capacity factor resulting in much lower generation

levels throughout the year. Furthermore, in Cases C1, C2 and C3, operational costs are

related to load demand curtailment penalties. This is further clarified in Table 4.2 which

indicates a less than 100% adequacy level for the purely renewable investment plans.

In the hybrid planning options, while all cases indicate 100% adequacy (Table 4.2), Case

C6 indicates the lowest total costs in all planning scenarios. For the case of 100% adequacy
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levels, all operational cost are attributed to the operational costs of the existing diesel

units in the AEL network. Note that with most hybrid planning options, the system

flexibility provided by battery units fo the case of a fully renewable-supplied network, is

replaced with the flexibility from the dispatchable diesel units. This can also be attributed

to the high investment costs associated with battery units making them the least preferred

investment candidate. Additionally, the renewable energy units do not generate excessive

surplus levels of power given the low capacity factors to make battery units a viable

candidate. Table 4.2 further shows the variation of the Levelized Cost of Energy (LCOE)

values for the panning options under different scenarios. Similarly, Case C6 indicates the

lowest LCOE while the highest values are recorded by Case C1. The low values indicated

with the risk-seeker scenarios are attributed to the low load and high generation, the

reverse is true for the risk-averse scenarios. For the AEL network, maximum, minimum

and average values are observed as 4.855 £/kWh (C1) , 0.026 £/kWh (C6) and 0.541

£/kWh. The hybrid investment plan C6 in this case is shown to provide the most viable

option to support a sustainable AEL network and as well supporting the transition to a

more renewable network.

4.4.3.2 Sensitivity of Investment Decisions to Carbon Emission Limits

The UK government has set an emissions intensity target of 50-100 gCO2/kWh to be

achieved by power generation by 2030 [122]. In Fig. 4.5 the sensitivity of the total costs

to the consideration of carbon emissions target limits (CL) is presented. The comparison

is made considering the risk neutral investment scenario for the hybrid cases. The CL

constraint when applied to the power generated by diesel generators as the most dominant
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Figure 4.5: Sensitivity of total costs for hybrid Cases C4, C5, and C6 to the inclusion of

carbon emission limits of the diesel generators.
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Table 4.3: Investment plans and LCOE values considering carbon emission limits for

Cases C4, C5 and C6.

w/o CL w/ CL

Investment Decisions LCOE [£/kWh] Investment Decisions LCOE [£/kWh]

C4 1XB, 3XS 0.119 1XB, 5XS 0.166

C5 1XW 0.063 1XB, 3XW 0.089

C6 1XS, 1XW 0.051 1XS, 1XW 0.058

carbon emission producers results in a reduction in their total usage. In Case C4, both

investment and operational costs show an increase with the application of the CO2 targets

while the result in Case C5 shows an increase in investment and no operational costs. The

increased operational costs in this case are attributed to demand curtailment penalties

while increased investment costs are related to the adoption of more RES units as shown

in Table 4.3. The investment plan provided by Case C6 only indicates a slight variation

in operational costs. Furthermore, as indicated in Table 4.3, the LCOE values are shown

to be slightly higher when CO2 targets are considered, this is attributed to the higher

investment costs due to the adoption of more cleaner energy sources and/or the shedding

of load demand to meet pre-defined targets. While Case C6 remains the most economical,

Case C4 and C5 ensures that load demand is adequately served in all scenarios.

4.4.3.3 Sensitivity of Investment Decisions to Number of Representative

Days

The accuracy of the proposed solution is enhanced by increasing the number of represen-

tative days considered as indicated in Fig. 4.6 for Case C6. As load demand and RES
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Figure 4.6: Sensitivity of total costs for Case C6 to the number of representative days.
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Table 4.4: Comparison of Case C6 investment plans under different representative days.

w/o CL w/ CL

No. of representative

days

Investment

Decisions
LCOE [£/kWh]

Investment

Decisions
LCOE [£/kWh]

5 1XS, 1XW 0.051 1XS, 1XW 0.058

10 1XS, 1XW 0.055 1XS, 2XW 0.072

50 1XS, 1XW 0.061 2XS, 2XW 0.100

100 1XS, 1xW 0.062 2XS, 2XW 0.109

units are characterized by varying profiles over the planning profiles, it is necessary to

adequately represent the yearly patterns accurately while considering the computational

performance. The AHC technique adopted is used to jointly characterize the load de-

mand and RES generation patterns into 5, 10, 50 and 100 correlated representative daily

patterns. It is shown that investment costs when CO2 targets are ignored remain the

same while operational costs show an upward trend. On the contrary, both investment

and additionally operational costs indicate an upward trend with the application of CO2

limits. In Table 4.4 a larger increase in LCOE values is observed with CO2 targets con-

sidered. However, both simulation scenarios plateau after 50 representative days. It is

however noteworthy to mention that an increase in the number of representative days

increases the solution space of the optimisation problem thus requiring a higher compu-

tation effort. In this case, 50 representative days provide a good trade-off between results

accuracy and computational burden.

Therefore, in order to ensure the security of the MG networks, system designs that remain

robust to the possible adverse impacts of uncertainty are crucial.

4.5 Conclusion

It is crucial that MG systems remain robust to the uncertain real-time variations in power

injections and absorption from demand and generation. As a first potential approach to

dealing with such variations, a two-stage stochastic MISOCP planning model consider-

ing a generation mix of low-carbon investments has been presented in this chapter. The

inherent uncertainties of load demand and RES power production was handled using the

AHC technique and a sensitivity analysis provided when various number of scenarios

(representative days) are considered. The planning accuracy is enhanced by adopting

a second-order conic convexification of the power flow equations of the network. Addi-

tionally, carbon emission limits are applied to case studies with diesel units to provide
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a solution that is not only optimal but in line with the UK CO2 emission targets. The

planning model is applied to the practical network of the Alderney island demonstrating

a variety of potential investment solutions when considering a 100% renewable and hybrid

renewable system.

In this chapter, the planning decisions against the risk seeker, risk neutral and risk averse

operation scenarios are analysed to compare the robustness of the proposed designs.

Moreover, it is shown that the optimal solution is heavily dependant on the number

of operational scenarios (representative days) considered during planning. In the next

chapter, to enhance the robust operation of the network, a data-driven robust approach

that reduces this dependency and provides guarantees on the robustness of the optimal

solution obtained is proposed.
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Chapter 5

A Data-Driven Optimisation Model

for Designing Islanded Microgrids

The sustainability of islanded networks is normally ensured by the utilisation of various

Renewable Energy Sources (RES). It is crucial that system designs remain robust to the

possible adverse impacts of uncertainty to ensure the security of these networks. This

chapter proposes a model for designing sustainable Microgrids (MGs) using the notion

of Distributionally Robust Optimisation (DRO) to handle the uncertainties arising from

forecast data. Wherein the non-convex AC power flow equations are reformulated into

convex constraints. Furthermore, a three-step approach is introduced to recast the tri-

level DRO-based model into a tractable single-stage Mixed-Integer Linear Programming

(MILP) problem. The proposed approach is tested on a modified Europrean CIGRE

18-bus test network and its performance is compared with the stochastic optimisation

approach. The work in this chapter is presented in publication [C1].

5.1 Introduction

MGs have enabled off-grid communities to economically access electricity without the

requirement for potentially high-cost long-distance energy infrastructure. Such systems

have globally enhanced the electrification efforts and resilience of energy supply. The sus-

tainability of islanded networks is normally ensured by the utilisation of various RESs.

However, the intermittent power production of RESs is inherently adding to the level

of uncertainty in the network. To ensure the security of the islanded MGs, system de-
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signs that remain robust to the possible adverse impacts of uncertainty are crucial. The

power quality during system operation should be upheld concerning the technical limits

on under/over voltage and maximum line flows. The cost-effective design of islanded

MGs involves the solution of optimisation models for investment or reinforcement plan-

ning. Therefore, the handling of different uncertainties is key to the secure and resilient

operation of MGs.

Related Works

As discussed in Chapter 4, Stochastic Optimisation (SO) based models obtain a solution

that is optimal on average for all scenarios capturing the uncertainty spectrum [98–101].

The quality of the optimal solution in SO-based models is largely dependant on the num-

ber of available scenarios or historical data. On the contrary, Robust Optimisation (RO)

based models obtain a solution that is optimal for the worst scenario of a bounded uncer-

tainty set capturing all realisations of uncertain parameters [106–108,123,124]. In DRO,

the optimal solution is obtained as the worst-case expected cost over a family of possible

Probability Distribution Functions (PDF) characterising the uncertain parameters in an

ambiguity set instead of assuming a single probability distribution function [95, 96]. As

compared to SO and RO optimisation methods, it provides an intermediate and more

practical solution that is less dependant on available data and less conservative than the

former and latter respectively. The recourse decisions made in a DRO problem should

adapt to all uncertain outcomes in the ambiguity set making the problem generally NP

hard. The nature of the ambiguity set is key in facilitating the tractable reformulations

that can be solved by available numerical solvers.

The uncertainty of renewable generation can result in power imbalance during MG op-

eration. It is therefore vital that proposed system designs and energy management tasks

handle these uncertainties to mitigate any inadequacy and security related risks. Ref-

erence [125] deals with this problem using a two-stage SO technique coupled with a

receding horizon approach to capture the inter-temporal variations for the time-coupling

constraints. In [126] a chance-constrained problem reformulated using DRO is proposed

for energy management of islanded microgrids. A box-type ambiguity set that assumes

the moments to lie in a box region specified by upper and lower bounds is adopted to

capture the uncertain moment information.

The distributionally robust chance-constrained generation expansion optimisation prob-

lem presented in [127] uses a moment-based ambiguity set including second-order moment

information from empirical data. The problem is then reformulated using linear decision
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rules considering only active power to obtain a tractable Mixed-Integer Second-Order

Cone Program (MISOCP). The authors in [128] further incorporate additional distribu-

tion information, such as mean absolute deviations and the asymmetry of distribution

functions, in the moment-based ambiguity set to better describe the possible pattern of

distributions. The joint energy and reserve dispatch problem solved in [129] similarly

uses a moment-based ambiguity set but adopts a delayed constraint generation decom-

position algorithm to solve the tri-level optimisation problem in a tractable manner. A

multi-level dispatch DRO problem for a combined power and heat network in [130] a con-

fidence set including norm-1 (absolute deviation summation constraints) and norm-inf

(absolute deviation maximum constraints) is adopted and the multi-level problem solved

using the column and constraint generation decomposition algorithm. A novel ambiguity

set, based on a non-parametric confidence band of the cumulative distribution function of

the uncertainties, is built-in [131]. The problem is then reformulated with an affine pol-

icy and distributionally robust chance constraints and recast into a mixed-integer linear

programming problem.

In [C6], a data-driven Wasserstein metric-based ambiguity set is presented to characterise

the uncertainty of load and power generation of RES for an investment planning problem

for MGs. Metric-based ambiguity sets contain all distributions that are close to the

true distribution and use a probability metric, such as the Wasserstein Metric detailed

in [132]. The empirical distributions of historical data are considered as the center of the

Wasserstein ball and the conservatism of the optimal solution is adjusted by means of the

confidence level of the Wasserstein ambiguity set in [C6]. The problem is reformulated

using duality theory to obtain a tractable counterpart.

This chapter proposes a DRO based technique for investment and reinforcement plan-

ning in islanded or off-grid MGs. A moment-based ambiguity set is employed due to its

tractability in comparison to other techniques [132]. Differing from the existing litera-

ture, the distributional data in the ambiguity set is inferred from historical data of load

demand and renewable profiles and scenarios reduced using a machine learning data clus-

tering approach. The moment applied is the empirical mean of the load and renewable

generation forecasts. Moreover, the problem is reformulated using an enhanced linear

decision rule that incorporates the non-anticipativity aspects to improve the solution

quality and reduce on the conservativeness of the approach. Additionally, unlike exisit-

ing literature, decision rules for both active and reactive power are adopted to capture

the whole spectrum of operational scenarios in MGs.
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Contributions

The main contributions of this chapter are three-fold:

1. A novel DRO-based investment planning model is proposed for islanded MGs in

remote areas aimed at immunising the optimal investment plan against uncertainties

in forecast loads and renewable generations. In the proposed approach, temporal

variations of loads and renewable generations during the entire planning horizon are

modelled by a sufficient number of representative days where these representative

days are extracted by the agglomerative hierarchical clustering [116]. Furthermore,

a data-driven ambiguity set is presented in this paper to characterise the unknown

PDFs pertaining to representative loads and renewable generations.

2. The duality theory and multi-period Linear Decision Rules (LDRs) are employed,

respecting the non-anticipativity nature of the short-term operational decisions, to

recast the proposed DRO-based model into a tractable MILP.

3. The algorithm performance is bench-marked against a SO-based model using the

CIGRE 18-bus test network. Indices concerning computational efficiency, investment

costs, and expected operational costs, are presented.

The rest of the chapter is organised as follows: Section 5.2 presents the mathematical for-

mulation for the proposed DRO-based planning model and the definition of the ambiguity

set. Section 5.3 presents the three-step approach proposed to obtain a tractable robust

reformulation of model. The numerical results assessing the performance of the proposed

algorithm are presented in Section 5.4, while conclusions are drawn in Section 5.5.

5.2 Distributionally Robust Planning Model

5.2.1 Modeling Preliminaries

The uncertain power injection ũ{r/d}to of RES r ∈ R or load d ∈ D at timestep t ∈ T
and operating condition o ∈ O is expressed as:

ũ{r/d}to = uN{r/d}to +∆ũ{r/d}to (5.1)

∆ũ{r/d}to = û{r/d}to − ǔ{r/d}to

where uN{r/d}to denotes the expected/forecasted value of the power while ∆ũ{r/d}to is

the forecast error where û{r/d}to/ǔ{r/d}to denotes the upward/downward deviation from
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the forecast value. As both load and generation uncertainties are considered, ũ{r/d}to is

defined as:

ũto =

{
p̃dto = pNdto + p̂dto − p̌dto, ∀d
p̃rto = pNrto + p̂rto − p̌rto, ∀r

}
, ∀t, o (5.2)

where p̃dto relates to the uncertain load demand and p̃rto relates to the uncertain renewable

power generation.

In this work, it is assumed that a constant load power factor is maintained during load

variations i.e., the uncertain power injections result from large appliances with a constant

power factor [133], given as: cos θdto =
pNdto√

(pNdto)
2+(qNdto)

2
. Therefore, forecast errors for the

reactive power load injections are defined as: q̃dto = tanθdto · p̃dto.
Similarly, a constant power factor control for the renewable units is adopted (see Fig. 2.6),

− tanϕr · p̃rto ≤ gQrto ≤ tanϕr · p̃rto (5.3)

where parameter cosϕr is the minimum power factor set by the grid operator. The

reactive power forecast error is therefore defined as: q̃rto = tanϕr · p̃rto. Both uncertain

reactive power injections (load and RES) are a function of the uncertain active power

and not defined explicitly.

Bold letters are used to indicate vectors while entries of vectors are denoted by regular

letters. The transpose of a matrix is denoted by ′. This work considers a radial balanced

network represented by a connected graph G(N , E), with N := {0, 1, . . . , N} denoting

the set of network nodes including the substation node 0, and E ⊆ N ×N designating the

set of network branches. The distribution network hosts a number of DERs and loads,

where S ⊆ N indicates the subset of nodes with conventional generators, R ⊆ N the

subset of nodes with RESs, B ⊆ N the subset of nodes with BESSs, D ⊆ N the subset

of nodes with loads. The set of nodes with DERs is thus obtained by the following set

union M := S ∪ R ∪ B. The set of respective units at node i ∈ N are given by Si ⊆ S,
Ri ⊆ R, Bi ⊆ B, and Di ⊆ D. Cardinallity of the previously defined sets is denoted by:

nd := |D|, ns := |S|, nb := |B|, nl := |L|, nr := |R|. Indices d, s, b and r are associated

with load demand, diesel generators, battery units and RESs.

For each DER n ∈ M, variables pnto and qnto represent active and reactive power in-

jections; superscript N denotes the non-adjustable/adjustable terms decisions based on

forecasted parameters while superscript A relates to the adjustable decisions due to real-

isation of the forecast errors. Each node i ∈ N is connected to an upstream/downstream
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node i+/i− by a branch with resistance rii− and reactance xii− , while N i− is a set of

nodes connected downstream to node i. Pii− and Qii− denote the active and reactive

power flows in branch ii− ∈ E while S is the apparent power flow. The upper/lower

limits for a variable/parameter • are represented by •/•.

5.2.2 Ambiguity Set Model for Uncertain Power Injections

The compact form of the DRO model is presented as:

min
χinv,χopr

{
Θinv(χinv) + max

P∈U
EP (Θ

opr(χopr, ũ))

}
(5.4)

where Θinv/Θopr are the the investment/operational objective functions and χinv/χopr

the vectors of investment/operational variables. ũ defines the vector of the uncertain

variables while the ambiguity set U characterises the distribution of the uncertain power

injections for the entire planning horizon and is obtained as a Cartesian product of the

set at each time step and for all operating scenarios:

U =
∏

t∈T,o∈O
Uto (5.5)

where

Uto =





Pto :

EPto(p̃dto) = pNdto, ∀d
EPto(p̃rto) = pNrto, ∀r

Pt

{
p̃dto ∈ Vto
p̃rto ∈ Vto

}
= 1,





(5.6)

In (5.6) the first and second lines indicate that the mean of the uncertain injections is

defined by their respective forecast values while the third line guarantees that all uncertain

realisations are within the uncertainty set Vto.

For this study, the polyhedral uncertainty set proposed in [134] is adopted, where a budget

88



Chapter 5. A Data-Driven Optimisation Model for Designing Islanded Microgrids

of uncertainty Γ is used to control the conservatism, Vto is expressed by constraints:

Vto =





p̃dto = pNdto + p̂dto − p̌dto, ∀d
p̃rto = pNrto + p̂rto − p̌rto, ∀r
0 ≤ p̂dto ≤ p̂dto, 0 ≤ p̌dto ≤ p̌dto, ∀d
0 ≤ p̂rto ≤ p̂rto, 0 ≤ p̌rto ≤ p̌rto, ∀r

0 ≤
(∑

d∈D

(
p̂dto
p̂dto

+
p̌dto
p̌dto

)
+
∑

r∈R

(
p̂rto
p̂rto

+
p̌rto
p̌rto

))
≤ Γto





(5.7)

5.2.3 Extended Formulation of the Planning Model

The proposed DRO planning model in (6.5.1.2) is expanded as follows:

Objective

The term Θinv(χinv) in the objective function is given by:

Θinv =
∑

b∈B
Cb · zb +

∑

s∈S
Cs · zs +

∑

r∈R
Cr · zr (5.8a)

where Cb/s/r are the investment costs of the associated units and zb/s/r are the binary vari-

ables indicating the investment status of a unit i.e. a value of 1/0 indicates installed/not-

installed.

The total operational costs captured by Θopr(χopr) are defined as:

Θopr =
∑

o∈O

∑

t∈T

(∑

s∈S
Cop
s · psto +

∑

r∈R
Cop
r · prto +

∑

d∈D
Csh
d · p̃dto · (1− zdto) +

∑

i∈N
ϵ · qauxito

)

(5.8b)

here Cop
s/r

are the marginal operational costs of each unit while Csh
d are penalty costs

associated with load shedding. Variable zdto is used to indicate the connection status

of a load i.e. a value of 1/0 indicates connected/not-connected. To ensure the nodal

reactive power balance, a small cost ϵ has been applied to the magnitude of reactive

power generation denoted by the auxiliary variable qauxito , further clarifications to this are

presented in the next section. In the following, a definition of the constraints applied to

the model is presented.
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Power Flow Constraints

A linearized version of the ‘DistFlow’ model [75] is used to formulate the power flow

equations in (5.8c)-(5.8e) (see Section 3.2.3, Model 3), where vito denotes the square

magnitude of voltage at each node i ∈ N , time period t ∈ T , and operating condition

o ∈ O:

∑

s∈Si
psto +

∑

r∈Ri

prto +
∑

b∈Bi
(pdchbto − pchbto)

+ Pi+ito −
∑

i−∈N i−

Pii−to ≥
∑

d∈Di

p̃dto · zdto,
∀i, t, o (5.8c)

∑

s∈Si
qsto +

∑

r∈Ri

qrto +Qi+ito −
∑

idn∈N i−

Qii−to ≥
∑

d∈Di

q̃dto · zdto, ∀i, t, o (5.8d)

vi+to = vito + 2 (riupi · Pi+ito + xiupi ·Qi+ito) , ∀i, t, o (5.8e)

− qauxito ≤
∑

s∈Si
qsto +

∑

r∈Ri

qrto ≤ qauxito , ∀i, t, o (5.8f)

qauxito ≥ 0, ∀i, t, o (5.8g)

where superscript “ch/dch” indicate the charge and discharge powers of the battery units.

The different generators in the network have the capability to inject as well as absorb

reactive power i.e. operate in both inductive and capacitative modes. It is required that

the nodal reactive power balance given the mode of operation i.e., injection/absorption

is respected. This is ensured when equality exists between the left-hand-side and right-

hand-side of (5.8d). This requirement is met using the non-negative auxiliary variable

qauxito in (5.8f) to which a small cost is applied in the objective function such that equality

in (5.8d) is maintained.

Dispatchable Generation Constraints

Conventional units are fully dispatchable while renewable units are assumed to be dispatchable-

down within their capacity limits. The limitations on the power injections from both types

of units are denoted as:

0 ≤ psto ≤ ps · zs, −qs · zs ≤ qsto ≤ qs · zs, ∀s, t, o (5.8h)

− rpdns ≤ psto − ps(t−1)o ≤ rpups , ∀s, t, o (5.8i)

0 ≤ prto ≤ p̃rto · zr, ∀r, t, o (5.8j)

− tanϕr · p̃rto · zr ≤ qrto ≤ tanϕr · p̃rto · zr, ∀r, t, o (5.8k)
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Binary variable zs/zr indicates the investment status of the conventional/renewable unit

limited by their maximum active /reactive power capacities denoted by ps/r/qs/r. With

respect to the renewable units, maximum capacity at a given time is based on the forecast

value denoting the available usable power of the unit. This can be less than its nominal

design capacity. The maximum ramp up/down limits rpups /rp
dn
s of the diesel generators

are defined in (5.8i).

BES dynamics and Constraints

Constraint (5.8l) limits the charging/discharging power of battery units within their

charge/discharge capacities while (5.8m) prevents simultaneous charging zchbto and dis-

charging zdchbto of the battery given its investment status zb. The battery State-of-Charge

(SoC) at each hour is limited by the maximum/minimum energy limit eb/eb in (5.8n),

while the initial (einibo ) and final SOC are set by constraint (5.8o), given charging/discharging

efficiency ξchb /ξdchb .

0 ≤ pdchbto ≤ pdchb · zdchbto , 0 ≤ pchbto ≤ pchb · zchbto, ∀b, t, o (5.8l)

zdchbto + zchbto = zb, ∀b, t, o (5.8m)

eb · zb ≤ einibo +

t∑

τ=1

(
ξchb · pchbτo −

1

ξdchb

· pdchbτo

)
≤ eb · zb, ∀b, t, o (5.8n)

∑

t∈T

(
ξchb · pchbto −

1

ξdchb

· pdchbto

)
= 0, ∀b, o (5.8o)

Thermal Loading and Voltage Constraints

Quadratic constraint (5.8p) denotes the secure line loading limits, this is linearized using

a piece-wise linear approximation approach defined in [82] (see Model 3 Section 3.2.3),

while (5.8q) defines the limits on nodal voltages.

(Piupito)
2 + (Qiupito)

2 ≤ (Siupi)
2, ∀i, t, o (5.8p)

v ≤ vito ≤ v, vto|i=0 = 1, ∀i, t, o (5.8q)
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5.2.4 Compact Matrix Formulation

For a clearer presentation, the overall formulation in (5.8a)-(5.8q) can be presented as a

compact matrix expressed as:

min

{
Θinv(χinv) + max

P∈U
EP (Θ

opr(χopr, ũ))

}
(5.9a)

s.t. Aχinv +Bh(χopr, ũ) ≤ w +Wũ, ∀ũ ∈ V (5.9b)

Constraints (5.8c)-(5.8q) are generalised into (5.9b) where function h(χopr, ũ) is associ-

ated with the effect of the uncertain variables on the decision variables during system

operation, while A, B, w and W are constant matrices. Set V is the uncertainty set

defined in (5.7).

5.2.5 Transformation of the Worst-Case Expectation

Based on the definition of the ambiguity set U in (5.6), the worst-case expectation in

objective of the operation problem in (5.9a) can be explicitly represented as:

max
P∈U

EP (Θ
opr(χopr, ũ)) = max

∫

V
Θopr(χopr, ũ) dP (ũ) (5.10a)

s.t

∫

V
ũ dP (ũ) = uN (dual η) (5.10b)

∫

V
dP (ũ) = 1 (dual β) (5.10c)

dP (ũ) ≥ 0, ∀ũ ∈ V (5.10d)

where the decision variable P (ũ) is the probability distribution function; while η and

β are vectors of dual variables associated with constraints (5.10b) and (5.10c), respec-

tively. Using the duality theory [135], the formulation in (5.10) can be transformed into

a minimisation problem as indicated below:

max
P∈U

EP (Θ
opr) = min

(
β + η′uN

)
(5.11a)

s.t. β + η′ũ ≥ Θopr(χopr, ũ), ∀ũ ∈ V (5.11b)

The model can now be represented as:

min
(
Θinv + β + η′uN

)
(5.12a)
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s.t. β + η′ũ ≥ Θopr(χopr, ũ) ∀ũ ∈ V (5.12b)

Aχinv +Bh(χopr, ũ) ≤ w +Wũ ∀ũ ∈ V (5.12c)

The model indicated in (5.12) contains a bilinear term η′ũ resulting in a non-convex

formulation that is NP hard. Additionally, (5.12) is intractable due to its infinite-

dimensional nature i.e., it should be feasible for any realisation of the uncertain pa-

rameters whose coverage is defined by the ambiguity set in (5.6). One approach to obtain

a tractable formulation of the min-max problem can be based on decomposition algo-

rithms [12, 91, 136, 137] where the problem is decomposed into one master problem and

several sub-problems and solved iteratively. A Big-M transformation that recasts the

bilinear terms into linear ones has also been adopted for the work in [138]. In this work,

decision rules and duality theory are used to recast the problem to its robust counter-

part. This approach eliminates the use of multi-stage strategies that can face convergence

issues.

5.3 Solution Approach

In the following, a three-step procedure to derive the tractable, convex, robust counterpart

of the problem that can be easily solved by available off-the-shelf solvers is presented.

5.3.1 Defining the Decision Rules

LDRs restrict the recourse decisions/actions to affine functions of the uncertain injections

[139]. Note that by its nature, the decision-making process involves multiple stages

i.e., the decisions made at each time step are dependant on the decisions made at the

previous time steps. Disregarding this dependency in the decision rule at each time step

could violate the nonanticipativity constraints present in the model. In this work, these

constraints relate to the inter-temporal constraints on the ramping limits of the generators

(5.8i) and battery state-of-charge at the end of planning horizon (5.8n)-(5.8o).

As a first step, a nonanticipative LDR is formulated for the independent variables, i.e.

hourly active and reactive power injection/absorption of the conventional, renewable,

and BES units. The voltage levels, current and power flows depend on the power injec-

tion/absorption hence do not require explicit LDR definition. The active and reactive

93



5.3. Solution Approach

power policies for the injection from each unit n ∈ S ∪R ∪ B is thus defined as:

pnto = pNnto +
t∑

k=1

(∑

d∈D
p̂AD
ndkto · p̂dko − p̌AD

ndkto · p̌dko

+
∑

r∈R
−p̂AR

nrkto · p̂rko + p̌AR
nrkto · p̌rko

) (5.13a)

qnto = qNnto +
t∑

k=1

(∑

d∈D

(
q̂AD
ndkto · p̂dko − q̌AD

ndkto · p̌dko
)
· tan θdko

+
∑

r∈R

(
− q̂AD

nrkto · p̂rko + q̌AD
nrkto · p̌rko

)
· tanϕ

) (5.13b)

Superscripts “D” and “R” relate to variables associated with demand-related and

renewable-related uncertainty, respectively. The rule definitions in (5.13) expressing the

effect of the uncertain parameters can be compactly represented as:

h(χopr, ũ) = χopr,N +
∑

k∈K
(χopr,Ak )′∆ũk (5.14)

where K is a set of all dependant decisions at each stage for all hours of the planning

horizon. The vector ũ at time t includes all uncertain parameters from hour 1 to t.

Variable χopr,Ak is normally referred to as the participation factor of a generating unit

towards mitigation of power imbalance in real-time operation resulting from unplanned

power deviations.

5.3.2 Problem Reformulation with linear decision rules

In this second step, the problem is reformulated based on the LDR defined in (5.14). The

rule defined is then applied to the model as follows:

min Θinv + β + η′uN (5.15a)

subject to

β ≥ Cχopr,N +
∑

k∈K
C(χopr,Ak )′∆ũk − η′ũ, ∀ũ ∈ V (5.15b)

Aχinv +Bχopr,N −w
≤Wũ−

∑

k∈K
B(χopr,Ak )′∆ũk,

∀ũ ∈ V (5.15c)

where the operation cost function Θopr(χopr, ũ) has been reformulated as Θopr(χopr, ũ) =

Cχopr,N+C(χopr,A)′∆ũ. The incorporation of the LDRs eliminates the infinite-dimensional
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constraints due to the uncertain variables.

However, the optimisation problem (5.15) is still intractable due to the universal quantifier

over the vector uncertain parameters (i.e., ∀ũ ∈ V). To obtain a robust solution against

any realisation of uncertain parameters, a worst-case reformulation is introduced in this

work using the protection functions Φ1(ũ) and Φ2(ũ) as given below:

min Θinv + β + η′uN (5.16a)

s.t. β −Cχopr,N ≥ max
ũ∈V

(∑

k∈K
Cχopr,Ak ∆ũk − η′ũ

)

︸ ︷︷ ︸
Φ1(ũ)

(5.16b)

Aχinv +Bχopr,N −w
≤ max

ũ∈V

(
Wũ−

∑

k∈K
B(χopr,Ak )′∆ũk)

︸ ︷︷ ︸
Φ2(ũ)

(5.16c)

The protection functions Φ1(ũ) and Φ2(ũ) for constraints (5.16b) and (5.16c) depend on

the polyhedral uncertainty set V defined in (5.7), they can be rewritten as:

Φ1(ũ) = max
ũ∈V

((∑

k∈K
C(χopr,Ak )′ûk − η′û

)

−
(∑

k∈K
C(χopr,Ak )′ǔk − η′ǔ

)
− η′uN

) (5.17a)

Φ2(ũ) = max
ũ∈V

((
Wû−

∑

k∈K
B(χopr,Ak )′ûk

)

−
(
Wǔ−

∑

k∈K
B(χopr,Ak )′ǔk

)
+WuA

) (5.17b)

s.t. 0 ≤ û ≤ û (dual λ) (5.17c)

0 ≤ ǔ ≤ ǔ (dual π) (5.17d)

û/û+ ǔ/ǔ = Γ (dual ψ) (5.17e)

where λ, π and ψ are vectors of the dual variables associated with constraints (5.17c)-

(5.17e).
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5.3.3 Applying Duality Theory

Finally, in the third step, the duality theory is utilised to obtain a tractable reformulation

of the problem. The maximisation problem in (5.17a) can be recast into a minimisation

problem using the duality theory as follows:

Φ1(ũ) = min

(∑

k∈K

(
û
′
λ1
k + ǔ

′
π1
k + Γ′ψ1

k

)
− η′uN

)
(5.18a)

s.t. λ1
k +
(
1/û

)′
ψ1
k ≥

(
C(χopr,Ak )− η|k=t

)
∀k ∈ K (5.18b)

π1
k +
(
1/ǔ

)′
ψ1
k ≥ −

(
C(χopr,Ak )− η|k=t

)
∀k ∈ K (5.18c)

The dual of the maximisation problem in (5.17b) is a minimisation problem of the form:

Φ2(ũ) = min

(∑

k∈K

(
û
′
λ2
k + ǔ

′
π2
k + Γ′ψ2

k

)
+WuA

)
(5.19a)

s.t. λ2
k +
(
1/û

)′
ψ2
k ≥

(
W −B(χopr,Ak )

)
∀k ∈ K (5.19b)

π2
k +
(
1/ǔ

)′
ψ2
k ≥ −

(
W −B(χopr,Ak )

)
∀k ∈ K (5.19c)

The superscripts “1” and “2” are utilised to distinguish between the dual variables in

(5.18) and (5.19), respectively. The overall problem is therefore reformulated as:

min Θinv + β + η′uN (5.20a)

s.t. β −Cχopr,N ≥
∑

k∈K

(
û
′
λk + ǔ

′
πk + Γ′ψk

)
− η′uN ∀k ∈ K (5.20b)

Aχinv +Bχopr,N −w ≤
∑

k∈K

(
û
′
λk + ǔ

′
πk + Γ′ψk

)
+WuA

∀k ∈ K (5.20c)

λ1
k +
(
1/û

)′
ψ1
k ≥

(
C(χopr,Ak )− η|k=t

)
∀k ∈ K (5.20d)

π1
k +
(
1/ǔ

)′
ψ1
k ≥ −

(
C(χopr,Ak )− η|k=t

)
∀k ∈ K (5.20e)

λ2
k +
(
1/û

)′
ψ2
k ≥

(
W −B(χopr,Ak )

)
∀k ∈ K (5.20f)

π2
k +
(
1/ǔ

)′
ψ2
k ≥ −

(
W −B(χopr,Ak )

)
∀k ∈ K (5.20g)
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λ1 ≥ 0, π1 ≥ 0, λ2 ≥ 0, π2 ≥ 0 (5.20h)

The problem formulation in (5.20) is a single-level MILP problem that can tractably be

solved by various available off-shelf solvers. To further provide clarification on the solution

approach, the reformulation of constraint (5.12b) is illustrated in (5.21) and (5.22).

Step 1 and 2: Formulation and application of the LDRs

βto +
∑

d∈D
ηdto · (pNdto + p̂dto − p̌dto) +

∑

r∈R
µrto · (pNrto + p̂rto − p̌rto)

≥
∑

s∈S
Cop
s ·

[
pNsto +

t∑

k=1

(∑

d∈D
p̂AD1

dsko · p̂dko − p̌AD1

dsko · p̌dko

+
∑

r∈R
−p̂AR1

rsko · p̂rko + p̌AR1

rsko · p̌rko
)]

+
∑

r′∈R
Cop
r′ ·

[
pNr′to +

t∑

k=1

(∑

d

p̂AD1

dr′ko · p̂dko − p̌AD1

dr′ko · p̌dko

+
∑

r∈R
−p̂AR1

rr′ko · p̂rto + p̌AR1

rr′ko · p̌rto
)]

+
∑

d∈D
Cop
d · ((pNdto + p̂dto − p̌dto)) · (1− zdto) +

∑

i∈N
ϵ · qauxito ,

∀t, o (5.21)

Step 3: Reformulation using duality theory

βto +
∑

d∈D

(
ηdto · pNdto − Cop

d · pNdto · (1− zdto)
)
+
∑

r∈R

(
µrto · pNrto

)

−
∑

r′∈R
Cop
r′ · pNr′to −

∑

s∈S
Cop
s · pNsto −

∑

i∈N
ϵ · qauxito

≥
t∑

k=1

(∑

d∈D
(λD

1

dkto + πD
1

dkto) · p∗dko +
∑

r∈R∞

(λR
1

rkto + πR
1

rko) · p∗rkto + Γko · ψ1
ko

)
,

∀t, o

(5.22a)

λD1
dkto + ψ1

kto ·
1

p̂dkto

≥ −ηdo|k=t +
∑

s∈S
Cop
s · p̂AD1

dskto +
∑

r′∈R
Cop
r′ · p̂AD1

dr′kto + Cop
d · (1− zdo|k=t),

∀(k ∈ t), d, t, o

(5.22b)

πD
1

dkto + ψ1
kto ·

1

p̌dko

≥ ηdo|k=t −
∑

s∈S
Cop
s · p̌AD1

dskto −
∑

r′∈R
Cop
r′ · p̌AD1

dr′kto − Cop
d · (1− zdo|k=t),

∀(k ∈ t), d, t, o

(5.22c)
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λR
1

rkto + ψ1
kto ·

1

p̂rkto
≥ −µro|k=t −

∑

s∈S
Cop
s · p̂AR1

rskto −
∑

r′∈R
Cop
r′ · p̂AR1

rr′kto, ∀(k ∈ t), r, t, o

(5.22d)

πR
1

rkto + ψ1
kto ·

1

p̌rkto
≥ µro|k=t +

∑

s∈S
Cop
s · p̌AR1

rskto +
∑

r′∈R
Cop
r′ · p̌AR1

rr′kto, ∀(k ∈ t), r, t, o

(5.22e)

5.4 Case Studies

5.4.1 Test System Setup

The data-driven DRO-based planning model described above is tested on a modified

European CIGRE low voltage network [140] sketched in Fig. 5.1 and load and line pa-

rameters defined in Appendix A.3. It is assumed that the network is operated in the

islanded mode with no connection to the grid. One SG unit is already installed at node

1. The investment candidates include three Photo-Voltaic (PV) units PV1 and PV2 and

PV3; three Energy Storage (ES) units denoted ES1 and ES2 and ES3; three diesel gen-

erators i.e., SG units SG1 and SG2 and SG3, with the capacity of each set at 0.55 MW.

Candidate units with subscripts “1”, “2” and “3” are located at nodes 11, 17 and 18,

respectively. The investment and operational costs are shown in Table. 5.1. The load

profiles and renewable generation profiles have been obtained from [141] using UK val-

ues in 2019. A single year planning period is considered including a varying number of

representative days with a planning horizon of 24 hours for each representative day. The
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Figure 5.1: Modified European CIGRE low voltage network.

Table 5.1: Investment costs of different technologies

Technology Battery (ES) Solar (PV) Diesel (SG)

Investment Cost [M£/MW] 0.98 0.84 0.54

Annualized Investment Cost [£/MW] 96040 56280 36180

Operation Cost [£/MW/h] - 0 150
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Table 5.2: Variation of investment costs, decisions, and operating costs with the budget

of uncertainty

Investment Decisions

Budget

[Γ]

Investment

Cost [M£]
Operation

Cost [M£]
PV ES SG

Comp.

Time [s]

0 0.0310 0.1283 PV3 - - 108

1 0.0929 0.1607 PV1, PV2, PV3 - - 222

2 0.0929 0.3361 PV1, PV2, PV3 - - 342

3 0.0929 0.4986 PV1, PV2, PV3 - - 452

4 0.0929 0.5404 PV1, PV2, PV3 - - 571

5 0.1102 0.5715 PV1, PV2, PV3 - SG3 683

6 0.1102 0.5848 PV1, PV2, PV3 - SG3 804

7 0.1102 0.5848 PV1, PV2, PV3 - SG3 919

8 0.1102 0.5848 PV1, PV2, PV3 - SG3 1040

simulation was performed in Python using Pyomo [85] to model the optimisation problem

and Gurobi [86] employed as a solver.

5.4.2 Optimal Solution Versus Budget of Uncertainty

The robustness and thus conservatism of the model can be varied by the budget of un-

certainty. A higher budget of uncertainty corresponds to the widening of the uncertainty

spectrum captured in the model parameters. In the study network, a maximum value

of eight includes the forecast errors of both the loads (five) and renewable generations

(three) available. In Table 5.2, the effect of an increase in the budget of uncertainty to

the investment decisions and operating costs is presented considering two representative

days. It should be noted that the case of zero budget of uncertainty is similar to the

stochastic solution of the problem. Both the total investment and operational costs are

seen to increase with the former reaching a plateau at a value of four while the latter be-

comes constant at a value of six. At zero, a total cost of 0.1503 M£ is recorded compared

to a value of 0.695 M£ at the maximum budget of uncertainty. While the maximum value

of the budget of uncertainty captures all potential forecast errors within the ambiguity

set, it can be rather conservative.

5.4.3 Optimal Solution Versus Number of Representative days

By increasing the number of representative days in the ambiguity set of a DRO problem,

the distributional nature of the uncertainty is better captured. In Fig. 5.2, the result of
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Figure 5.2: Total costs under different number of representative days for DRO and SO

models.

variation of the number of representative days is presented for both the proposed DRO

model and the SO model. The budget of uncertainty for the DRO model is set to four in

this case study. The total costs in the proposed DRO model are shown to reduce with an

increase in the number of representative days with total costs recorded at 0.5139 M£ at

four representative days compared to 0.3924 M£ at ten representative days. While the

investment costs increase with more representative days, the operational costs indicate a

decline.

Table 5.3 presents the investment decisions taken under DRO and SO uncertainty han-

dling. With more representative days, the available usable power from the renewable

sources is better represented and thus more usable. Additionally, the variations in fore-

cast load profiles are better represented with the increased operational scenarios i.e.,

representative days. The load variations require flexibility in available generation. This

flexibility requirement is fulfilled by the installation of the SG unit in the case of ten

representative days preventing any load curtailment. The overall result indicates a lower

cost and less conservative optimal solution with more representative days. On the other

hand, both investment and operational costs in the case of SO are shown to increase with

an increase in the representative days. Nonetheless, the total costs in the case of DRO

are higher than that with SO as the latter provides a more optimistic solution while the

former presents a more robust solution. Table 5.3 presents the investment decisions taken

under DRO and SO uncertainty handling.
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Table 5.3: Investment decisions under DRO and SO models for increasing representative

days and Γ = 4.

DRO SO

Rep. Days Decision Comp. Time [s] Decision Comp. Time [s]

4 PV1, PV2, PV3 109 PV1 44

6 PV1, PV2, PV3 333 PV1 118

8 PV1, PV2, PV3 682 PV1 217

10 PV1, PV2, PV3, SG3 1175 PV1, PV2 476

5.4.4 Computational Performance

In Table 5.2, it is indicated that an increase in the budget of uncertainty results in the ex-

ponential increment of simulation time of the DRO problem. A similar result is obtained

in Table 5.3 with more representative days considered in the analysis. Both increments

are due to the widening of the uncertainty spectrum captured in the model parameters,

i.e., the applied budget of uncertainty, and in the available data, i.e., the representative

operation scenarios. However, as compared to the SO model (see Table 5.3), the compu-

tational time in the case of the DRO is much greater. A compromise between the data

captured and the model parameters must be made to minimise the computational effort.

5.5 Conclusion

In practice, electrification of remote and islanded communities with no connection to

the main grid is entangled with many techno-economic issues. The intermittency in

power supply from the renewable energy generation in addition to the load demand

variations leads to further complexities during system modelling. In this chapter, a

DRO-based MILP planning model for the design of islanded MGs has been presented.

A moment-based ambiguity is utilised to represent the inherent uncertainty in load and

renewable power generation. A three-step approach to reformulate the model into a

tractable optimisation problem using LDRs and duality theory is proposed. The model

has been applied to a low-voltage CIGRE network and planning decisions are analysed

against the budget of uncertainty, available distributional information modelled by various

representative days and additionally compared to the SO model.

Chapters 4 and 5 have presented techniques that enhance the modelling accuracy of

optimisation problems for the secure analysis of the MG operation. The robustness of

the DRO technique with the flexibility to incorporate as much probabilistic information

as possible renders it imperative to the analysis of HILP events. This ensures that
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adequate power generation and potentially control support are present in the network

given the occurrence of an emergency event. This is especially beneficial due to the lack

of statistical information on the nature of injections in power networks, especially during

potential destructive events. However, its conservatism and computational inefficiency

can be a deterrent to its adoption. Moreover, as the accuracy of the SO model increase

with available data, this simultaneously significantly increases the number of variables and

constraints, and the problem may become intractable. Both network modelling accuracy

and uncertainty handling are vital to the security and resilience of the network however

the system operator should take into consideration aspects such as the required accuracy,

robustness of the solution, and the computational efficiency. In the next chapters, the MG

planning problem is further enhanced to consider not only steady-state but additionally

dynamic security in system analysis.
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Part III

Transients-Aware Planning

Methodologies
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Chapter 6

Inertia-Aware Investment and

Operational Planning Models for

Microgrids

In previous chapters, the basic models for planning in active distribution methods and

Microgrids (MGs) have been presented. Convexification techniques have been applied to

approximate the power flows to ensure tractability of the model as well as stochastic and

robust methods to handle uncertainty. Thus far, only steady-state security constraints

have been applied to planning models for the microgrids studied. In this chapter, an ap-

proach to include dynamic or transient frequency security constraints based on frequency

trajectories in the transition mode between grid-connected and islanding during emer-

gency events into the planning problem is proposed. A microgrid is able to transition to

an islanded state in case of major faults occurring in the main grid. This process ensures

service continuity to critical customers, however, such a transition can include large ex-

cursions in the transient state. The frequency response during transition is described by

a set on non-linear equations that would result in a non-linear planning model directly

applied to the planning problem. This chapter proposes an iterative algorithm that in-

corporates transient inertia constraints in a planning problem and ensures both static

and transient security during microgrid planning. The work in this chapter is presented

in publication [C4] and [J2].
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6.1 Introduction and Related Work

The islanding capability of a MG is critical in enhancing resilience by ensuring continu-

ity and mitigating interruptions of energy supply to consumers in the event of extreme

weather conditions or significant faults in the bulk transmission grid [142, 143]. The

successful island creation, especially following disastrous events, is subject to the secure

transient performance of DERs, thus ensuring the survivability of the MG. However,

unlike traditional bulk grids, MGs are inherently faced with a lack of rotational inertia

and damping capability affecting their security in the event of significant power imbal-

ance [12, 144]. A MG is considered secure if all equipment (e.g., lines and generators)

operate within their technical limits and tolerances avoiding subsequent network dis-

connections and associated risk of cascading failures [145]. Thus, it is vital to design a

resilient and reliable MG able to withstand both High-Impact-Low-Frequency (HILF) and

Low-Impact-High-Frequency (LIHF) uncertainties, under static and transient operational

constraints. On the one hand, static islanding constraints ensure the MG’s operational

adequacy in supplying the forecasted electricity demand. On the other hand, transient

islanding constraints ensure the MG’s operational security by adhering to a dynamic re-

sponse within the defined regulatory limits and, consequently, avoiding the operation of

protective devices that would result in DER disconnections.

Related Work

Different planning tools including stochastic [102], robust [33,108–110], and distribution-

ally robust [146] approaches have been previously presented in the literature for optimal

investment in distribution networks and MGs aiming at enhancing system resilience to

extreme contingencies. In [102], a stochastic model has been proposed for optimal invest-

ment in distribution networks under different disastrous events characterized by a set of

scenarios. In [108], a robust resilience-constrained MG planning model is introduced un-

der the uncertainty of loads and power generation of Renewable Energy Sources (RESs),

with islanding from the main grid considered as another source of uncertainty. In [109], a

robust defender-attacker-defender model is presented for optimal hardening planning in

resilient distribution networks, considering topology reconfiguration and islanding forma-

tion. Besides, in [33], a robust model is proposed for hardening and investment planning

in distribution networks based on a multi-stage and multi-zone uncertainty modeling of

spatial and temporal characteristics of natural disasters. Additionally, a distributionally

robust resilience-constrained investment planning model under natural disasters is intro-

duced in [146], where a moment-based ambiguity set characterizes extreme events. These
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however neglect both static and transient frequency metrics in their formulations.

In [147], static frequency security for primary, secondary, and tertiary control levels in

MGs has been studied, however, transient frequency security was not considered. The in-

clusion of transient frequency constraints is complex due to the large number of equations

required to represent the frequency trajectories based on the type characteristic generator

type and distinct dynamic response they exhibit [42]. Such high-order models can result

in intractability when applied to an optimisation problem. The multi-machine frequency

model is reduced to a one-machine model using the concept of single-machine equivalent

(SME) to obtain a system equivalent [42,148]. An adaptive load frequency sensitivity in-

dex has been derived in [149] to ensure sufficient frequency regulating reserve is available

to aid the fast return of the system frequency to normal limits in case of contingency.

In [150] a transient stability-constrained Optimal Power Flow (OPF) is proposed where

limits on rotor angle deviations estimated using a one-machine infinite-bus equivalent,

are applied to facilitate secure frequency response. A discretized transient response is

embedded in the OPF problem in [151] to ensure a secure transient frequency response.

In [152] and [153] a simplification of the SME Centre of Inertia (CoI) to a single lin-

ear first-order differential equation is adopted. In [152], an analytical formulation is

presented to limit the Rate-of-Change-of-Frequency (RoCoF), while [153] uses the first

model of transient frequency metrics to analyse the post-fault response. Such simplified

frequency response models tend to describe system dynamics inaccurately and cannot

quantify the support provided by different units. Additionally, this model considers a

system with only converter interfaced generators. A reduced second-order model is used

in [154] to determine sufficient synthetic inertia and droop slopes for a collection of tra-

ditional and inverter-interfaced generators that satisfy both steady-state and dynamic

frequency requirements. Moreover, in [155] and [1], the unit commitment problem is

solved under frequency-related constraints for traditional and low-inertia grids, where

frequency-related constraints are derived based on a low-order non-linear frequency re-

sponse model [43]. The low-order model in [43] ignores small time constants providing a

model that approximates the system frequency performance while including the essential

behavior of speed governing and turbine response.

Even though the literature offers several operational planning models for traditional bulk

grids under dynamic security constraints [1, 150–155], previous resilience-constrained in-

vestment planning models for MGs [108,156], and even active distribution networks [33,

102, 108, 109], have only considered static operational constraints rather than dynamic.

Nevertheless, all aforementioned studies have certain drawbacks, as they are based on ei-
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ther simplified dynamic models [152–154], linearized frequency-related constraints [155],

or make ex-ante bound extractions on the relevant variables [1] to simplify the planning

model. Furthermore, the simplifications therein represent the characteristic properties of

transmission networks rather than active distribution networks and MGs. Accordingly,

it is vital to present a resilience-oriented MG planning tool, including both static and

transient constraints, based on a detailed dynamic model to ensure satisfactory operation

given the abrupt main grid disconnection in the event of extreme contingencies.

Contributions

The contribution of this chapter is threefold.

First, a min-max-min, stochastic-robust, investment and operational planning model,

to design a resilient MG under both HILF and LIHF uncertainties is proposed. The

HILF uncertainty pertains to the unscheduled islanding of the MG from the main grid

while the LIHF uncertainties relate to correlated load and RES generation. For the

latter, the k-means clustering technique is used to obtain a sufficient number of scenarios

(i.e., representative days) characterising different realisations of LIHF uncertainties. The

stochastic approach obtains an optimal solution over all LIHF scenarios while the robust

approach immunises each scenario (i.e., every hour of each representative day) against

the power loss associated with the unscheduled islanding of the MG (i.e., HILF scenario)

at an optimized cost.

Second, an inclusion of both static and transient islanding constraints (i.e., the maximum

RoCoF and the frequency nadir as transient-state criteria, and the frequency deviation

as a quasi steady-state criterion) in the proposed model to ensure resilience under HILF

and LIHF uncertainties. The transient constraints are analytically derived based on the

Center-of-Inertia (CoI) frequency response model of the system.

Third, a tractable three-stage solution approach is proposed to solve the model as the

developed min-max-min, hybrid, stochastic-robust investment problem with a non-linear

frequency response cannot be solved directly.

The rest of the chapter is organised as follows. Section 6.2 presents the modelling as-

sumptions and notation adopted throughout the chapter while Section 6.3 presents the

frequency response model used to derive the analytical transient frequency metrics. In

Section 6.4, the planning model is described in a compact form together with the main

modelling preliminaries. Section 6.5 presents the detailed problem formulation under

static and transient islanding constraints. Section 6.6 describes the test network and
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input data applied, whereas Section 6.7 discusses the application of the proposed invest-

ment planning model on the CIGRE 18-node distribution network in order to design

a resilient MG under different operating conditions. Finally, Section 6.8 concludes this

chapter.

6.2 Modelling Preliminaries

In this chapter, the uncertainty pertaining to the unscheduled islanding of the MG from

the main grid is considered as HILF due to its severe impact on the MG brought about

by the loss of a large power in/outfeed from/to the main grid and its low probability

of occurrence. In addition, uncertainties pertaining to load and renewable generation

are considered as LIHF due to their low impact but high probability of occurrence. For

instance, the load of the MG at each hour of a single day is a continuous uncertain

parameter, and this uncertain parameter can be repeated 24 × 365 = 8760 times per

year. On the contrary, a MG may face only a few unscheduled islandings per year.

Therefore, the former is a high-frequency uncertainty while the later is a low-frequency

one.

Both types of uncertainties have been considered in the proposed stochastic-robust model

to enhance the resilience of the MG. In general, a stochastic approach finds a solution that

is optimal on average for a set of scenarios characterising uncertain parameters, while a

robust approach finds a solution that is optimal for the worst-case realisation of uncertain

parameters. In this study, a stochastic approach is utilised to characterise the uncertainty

of load and renewable generation by a set of scenarios, named as representative days. In

addition, a robust approach is utilised to characterise the uncertainty of unscheduled

islanding from the main grid. The proposed approach considers the possibility of an

islanding event for all hours of each representative day. Hence, it is robust against a

disruptive event at all hours of each representative day.

The main modelling preliminaries in the proposed investment planning model are:

• Without loss of generality, a single-year planning horizon is considered rather than

a multi-year one to reach a compromise between accuracy and tractability of the

proposed model.

• To capture interday/intraday variation/ramping of uncertain loads and power gen-

eration of RESs, a sufficient number of representative days (i.e., scenarios) is con-

sidered, obtained by the k-means clustering technique [157].
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• A single scheduling period of each representative day is considered to be one hour

both in grid-connected and islanded modes.

• The MG is assumed to have a radial network topology, as such, a linearised version

of the DistFlow model is used for the power flow formulation to obtain a linear

optimisation problem [158,159]. Additionally, the quadratic line flow expressions are

linearised using a piecewise linear approximation [160]. Finally, a constant marginal

cost is utilised to eliminate the non-linearity of quadratic cost functions [157].

• It is assumed that an unscheduled islanding event might happen at each period of

the representative days considered.

• After an islanding, a single period of islanded operation is assumed and the proba-

bility of further contingencies in the islanded mode is not considered.

Furthermore, all indices, parameters, sets, and variables used in this chapter are pre-

sented in the nomenclature.

Nomenclature

Functions

Θgm,opr Total operational costs in grid-connected mode [$].

Θim,opr
to Total penalty costs of disconnecting loads from MG at hour t in representa-

tive day o in islanded mode [$].

Θ̆im,opr Vector-valued function of total penalty costs of disconnecting loads from MG

in islanded mode [$].

Θinv Total investment costs [$].

Indices

g Index of generators, g ∈ {c, d, i, v}.
i Index of nodes, i+/i− being a node before/after node i.

o Index of representative days.

t Index of hours.

ψ Index of iterations.

l Index of lines, li
+

/li
−

being the line connecting upstream/downstream of

node i.

Parameters

cgo Daily capacity factor of generator g in representative day o.
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d
pc/qc

ito Constant part of active/reactive load power [kW/kVAr].

eio Flexible energy demand of node i in representative day o [kWh].

e
b/s
to Buying/selling price of electricity from/to the main grid at hour t in repre-

sentative day o [$/kWh].

eFRg Minimum reserve energy capacity for transient frequency response of gener-

ator g [kWh].

fci Penalty cost of shifting demand at node i [$/kWh].

icg Annualised investment cost of generator g [$].

icl Annualised investment/reinforcement cost of a line l [$].

mcg Marginal cost of generator g [$/kWh].

pci Penalty cost of disconnecting demand at node i [$/kWh].

pAVgto Maximum available power for CIG unit g at hour t in representative day o

[kW].

pFRg Minimum reserve power capacity for transient frequency response of gener-

ator g [kW].

pnomg Nominal capacity of CIG and SG g [kW].

r
dn/up
g Ramp-down/ramp-up limit of generator g [kW/h].

rli− Resistance of the line l connecting nodes (i, i−) [Ω].

xli− Reactance of the line l connecting nodes (i, i−) [Ω].

Sli− Capacity of the line l connecting nodes (i, i−) [kVA].

z0
li−

Initial status of a line l connecting nodes (i, i−) (i.e., 1/0: built/not-built).

α Scaling factor.

ζ Damping ratio.

ωn Natural frequency [Hz].

τo Weighting factor of representative day o.

ϵ Corrective power deviation tolerance [kW].

Sets

C Set of CIGs, Ci being the set of generators connected to node i.

Cd/v Set of CIGs with droop/VSM control scheme.

Ωgm,opr Feasible space of operational variables in grid-connected mode.

Ωim,opr Feasible space of operational variables in islanded mode.

Ωinv Feasible space of investment-related variables.

L Set of lines connecting neighbouring nodes.

ΩMG Feasible space of the MG planning problem.
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N Set of nodes, N i being the set of nodes after and connected to node i.

O Set of representative days.

S Set of SGs, Si being the set of generators connected to node i.

T Set of hours in a representative day.

Symbols

•̂/•̌ Upward/downward deviations of the quantity • in the islanded mode from

its value in the grid-connected mode (i.e., d̂pf

ito, ď
pf

ito and d̂
qf

ito, ď
qf

ito).

| • | Cardinality of the set •.
•/• Lower/upper bounds of the quantity •.

Variables

d
p/q
ito Active/reactive load power at node i, hour t, and representative day o

[kW/kVAr].

d
pf/qf

ito Flexible part of active/reactive load power at node i, hour t, and represen-

tative day o [kW/kVAr].

p/qgto Active/reactive power generation of generator g at hour t and representative

day o [kW/kVAr].

p/q
b/s
to Active/reactive power bought/sold to the main grid at hour t and represen-

tative day o [kW/kVAr].

Pli−to Active power flow of a line connecting nodes (i, i−) at hour t and represen-

tative day o [kW].

Qli−to Reactive power flow of a line connecting nodes (i, i−) at hour t and repre-

sentative day o [kVAr].

vito Voltage magnitude at node i, hour t, and representative day o [V ].

yito Binary variable indicating the connection status of load at node i, hour t,

and representative day o (i.e., 1/0: connected/disconnected).

zg Binary variable indicating the investment status of generator g (i.e., 1/0:

built/not-built).

zli− Binary variable indicating the investment/reinforcement status of a line con-

necting nodes (i, i−) (i.e., 1/0: built/not-built).

Vectors

χ Vector of all investment and operational variables.

χgm,opr Vector of “wait-and-see” operational variables in grid-connected mode.

χim,opr Vector of “wait-and-see” operational variables in islanded mode.
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χinv Vector of “here-and-now” investment variables.

6.3 Analytic Formulation of the Transient

Frequency Metrics

The frequency response model adopted in this chapter is based on the uniform repre-

sentation of frequency transients initially presented in [43] for a system of only SGs and

modified in [1,161] for a low-inertia system. The dynamic model illustrated by the block

diagram in Fig. 6.1 comprises of both traditional SGs (indexed by i ∈ S) and CIGs (in-

dexed by c ∈ C). The impact of grid-supporting CIGs providing frequency support via

droop (d ∈ Cd ⊆ C) and Virtual Synchronous Machine (VSM) (v ∈ Cv ⊆ C) control is also
included, as these are the two most common control approaches in the literature [46,162].

By analysis of the block diagram in Fig. 6.1, the transfer function G(s) between the active

power change ∆Pe(s), where positive values corresponding to a net load decrease, and

the CoI frequency deviation ∆f(s) can be derived as:

G(s) =
∆f(s)

∆Pe(s)
=

(
(sMs +Ds)︸ ︷︷ ︸

SGs swing dynamics

+
∑

i∈S

Ki(1 + sFiTi)

Ri(1 + sTi)
︸ ︷︷ ︸

SGs turbine & governor response

+
∑

d∈Cd

Kd

Rd(1 + sTd)

︸ ︷︷ ︸
droop-based CIGs

+
∑

v∈Cv

sMv +Dv

1 + sTv
︸ ︷︷ ︸
VSM-based CIGs

)−1

.

(6.1)

where Ms and Ds denote the aggregated normalised inertia and damping of SGs respec-

tively, while Ki, Fi, Ti and Ri refer to the mechanical gain factor, fraction of total power

generated by the SG turbine, turbine time constant and droop of SG i, respectively. Pa-

rameters Kd, Rd and Td define the power gain factor, droop and and time constant of the

droop-based CIG d, respectively, and Mv, Dv and Tv denote the virtual inertia constant,

virtual damping constant and time constant of of the VSM-based CIGs v.

It is noteworthy to mention that while different generators can have slightly distinct

transient frequency response, the dynamics described by the CoI swing equation with

aggregate inertia Ms and damping Ds has been shown to adequately capture the system

behaviour [43,161]. Also, droop-based CIGs consider only the damping capability of the
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Generator Dynamics

Turbine & Governor Control

Converter Control (Droop & VSM)

1

sMs +Ds

Inertia & Damping

K1(1 + sF1T1)

R1(1 + sT1)

1st Generator

Ks(1 + sFiTi)

Ri(1 + sTi)

Mth Generator

...

Kd1

Rd1(1 + sTd1)

1st Converter

sMvc +Dvc

1 + sTvc

Nth Converter

...

∆f∆Pe

−

Figure 6.1: Uniform system frequency dynamics model [1]

converter (i.e., D = 1/Rd) while the VSM-based CIGs consider both the damping and

the “inertia” capability of the converter (i.e., Dv and Mv, respectively) [161]

Assuming that the time constants (Ti ≈ T ) of all SGs are orders of magnitude higher

than the ones of converters [163], one can approximate T ≫ Td,v ≈ 0, which transforms

(6.1) into:

G(s) =
1

MT

1 + sT

s2 + 2ζωns+ ω2
n
, (6.2)

where ωn =

√
D+Rs
MT and ζ =

M+T (D+Fs)

2
√
MT (D+Rs)

. The parameters are calculated as follows:

Ms =
∑

i∈S
Mi

Pi
Pbs

, Ds =
∑

i∈S
Di

Pi
Pbs

, (6.3a)
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Rs =
∑

i∈S

Ki

Ri

Pi
Pbs

, Fs =
∑

i∈S

KiFi
Ri

Pi
Pbs

, (6.3b)

Mc =
∑

v∈Cv
Mv

Pcv
Pbc

, Dc =
∑

v∈Cv
Dv

Pcv
Pbc

, (6.3c)

Rc =
∑

d∈Cd
Rd

Pcd
Pbc

, (6.3d)

M =
MsPbs +McPbc

Pbg + Pbc
, (6.3e)

D =
DsPbs +DcPbc +RcPbc

Pbs + Pbc
. (6.3f)

Parameter Pi and Pc denotes the active power capacity of the SG and CIG, respectively,

scaled over their respective sums of active power capacity of all connected SGs and CIGs,

Pbs and Pbc .

Following a disturbance, the dynamic frequency response is characterized by the instan-

taneous RoCoF (ḟmax) and frequency nadir (∆fmax), whereas the steady-state response is

governed by the constant frequency deviation from a pre-disturbance equilibrium (∆fss).

Assuming a step-wise disturbance in the active power ∆Pe(s) = −∆P/s, where ∆P is

the net power change, the time-domain expression for frequency deviation (ω(t) ≡ ∆f(t))

can be derived as follows:

ω(t) = −∆P

M

(
1

Tω2
n
+

1

ωd
e−ζωnt

(
sinωdt−

1

ωnt
sinωdt+ ϕ

))
, (6.4)

where ωd = ωn
√

1− ζ2 and ϕ = sin−1
(√

1− ζ2
)
.

The maximum RoCoF occurs at tr = 0+, the instance of the disturbance i.e., ω̇max =

ω̇(tr). The time-domain expression for RoCoF can be therefore obtained by solving ω̇(tr)

and is derived as:

ḟmax = ḟ(t+0 ) = −∆P

M
, (6.5)

The frequency nadir described in (6.6) occurs at the time instance tm when ω̇(tm) = 0,
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this is derived as:

∆fmax = − ∆P

D +Rs

(
1 +

√
T (Rs − Fs)

M
e−ζωntm

)
, (6.6)

with tm = (1/ωd) tan−1 (ωd/
(
ωnζ − T−1

)
).

Finally, the quasi steady-state frequency given in (6.7) is derived from (6.4) for t → ∞
as:

∆fss = − ∆P

D +Rs
, (6.7)

It is clear that the aggregate system parameters such as M , D, Rg and Fg have a di-

rect impact on frequency performance. In particular, RoCoF and steady-state deviation

are explicitly affected by M and (D,Rg), respectively, while frequency nadir has a non-

linear dependency on all four system factors. With the increasing penetration of CIGs

and subsequent decommissioning of conventional SGs, these parameters are drastically

reduced and can compromise the overall frequency performance. To prevent the acci-

dental activation of load-shedding, under/over frequency and RoCoF protection relays,

the proposed three-stage solution algorithm, described in the following, imposes limits

on the aforementioned frequency metrics to account for low levels of inertia and damping

and their impact on the frequency response after a MG islanding. The analytical model

and closed-form expressions defining the different metrics have been verified and studied

in [164], [148] and [165].

6.4 Problem Description

6.4.1 Compact Formulation under Static Constraints

The proposed min-max-min investment and operational planning model under static

operational constraints in grid-connected and islanded mode can be presented in compact

form as:

min
χ∈ΩMG

Θinv(χinv) + Θgm,opr(χinv, χgm,opr) + ||Θ̆im,opr(χinv, χgm,opr, χim,opr)||∞, (6.8)

where ΩMG = {χ = [χinv, χgm,opr, χim,opr] |χinv ∈ Ωinv ; χgm,opr ∈ Ωgm,opr ; χim,opr ∈
Ωim,opr}, Θ̆im,opr = [min Θim,opr

11 , ...,min Θim,opr
nT,nO ], n

T = |T |, and nO = |O|. Thus,
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||Θ̆im,opr||∞ = max(min
∀t,∀o

Θim,opr
to ). Hence, the objective function (6.8) minimizes the total

investment costs (Θinv), the “expected” total operation costs in grid-connected mode for

all hours of all representative days (Θgm,opr), and the “worst-case” total penalty costs of

disconnecting loads from MG in islanded mode for all hours in all representative days

(Θim,opr).

The min-max-min objective function (6.8) can be rewritten as a single minimisation

problem by using the auxiliary variable γ:

min
χ∈ΩMG

Θinv(χinv) + Θgm,opr(χinv, χgm,opr) + γ (6.9a)

s.t. γ ≥ Θim,opr
to (χinv, χgm,opr, χim,opr), ∀t ∈ T , o ∈ O, (6.9b)

The optimisation problem (6.9) is a Mixed-Integer Linear Programming (MILP) problem,

and as such can be solved by available software packages to obtain optimal investment

and operation decisions in grid-connected and islanded mode.

However, the operation decisions may violate transient islanding constraints. To remedy

such limitation and ensure MG resilience before and after an islanding event, a non-

linear model for evaluation of the transient frequency response of a MG after islanding

can be incorporated. The resulting problem becomes a Mixed-Integer Non Linear Pro-

gramming (MINLP) problem that is intractable for practical applications. A three-stage

methodology that incorporates the transient frequency constraints through sequential

linearization and iterative tightening of power bounds is thus proposed.

6.4.2 Three-Stage Solution Algorithm

The proposed three-stage approach proposed for solving the problem (6.9) with the in-

clusion of static and transient security constraints is illustrated in Fig. 6.2 and can be

summarised as follows:

6.4.2.1 Stage 1: Solving the Static Investment Planning Problem

At each iteration ψ, the investment planning model (6.9) is first solved under static

security constraints in both grid-connected and islanded mode. In the case that transient

frequency security is desired to ensure MG survivability during abrupt islanding, the

process flow to Stages 2 and 3 can be adopted. Otherwise, the process flow terminates at

Stage 1 where only grid-connected and static islanding requirements are met. A detailed

formulation is provided in Section 6.5.1.
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Initialize: ψ = 1

Investment + Operational planning

Apply transient
security constraints?

Stage 1

Stop

Evaluate transient frequency security
at each islanding time period

Stage 2

∣∣∣∆ p
b/s
toψ

∣∣∣ > ε, ∀o, t

Stop

Grid power bounds tightening:

p b
to(ψ+1) = pbtψ − α∆pbtoψ, ∀o, t
p s
to(ψ+1) = p s

tψ − α∆p s
toψ, ∀o, t

Stage 3

ψ = ψ+ 1

p
b/s
toψ, zgψ

Yes

No

∆ p
b/s
toψ

No

Yes

p
b/s
to(ψ+1)

Figure 6.2: Proposed three-stage inertia-aware MG planning algorithm.

6.4.2.2 stage 2: Evaluating Transient Frequency Security

The unscheduled loss of power exchange with the main grid may result in large frequency

transients within the MG. Following the discussion from Section 6.3, the transient fre-

quency response is characterised by the magnitude of the abrupt active power loss (∆P )

and the aggregate control parameters of all MG generators (M , D, Rg, and Fg). There-

fore, the magnitude of the potential disturbance at each hour of every representative day

during the planning horizon is set equal to the power exchange with the main grid sched-

uled at the time of the disconnection (i.e., ∆P = p
b/s
toψ). At the same time, the control

parameters depend on the built/not-built status of generators in the MG at each iteration

(zgψ). Consequently, at each iteration ψ, this stage of the algorithm uses the variables p
b/s
toψ

and zgψ obtained from the first stage to evaluate the solution feasibility under transient

security constraints in (6.5), (6.6) and (6.7) described in detail in Section 6.5.2.

The solution of the second stage provides the minimum amount of corrective devia-

tion (∆p
b/s
toψ) from the scheduled power exchange with the main grid (p

b/s
toψ) to meet the

transient security criteria. If this value is zero or less than a small tolerance (ϵ), the op-

118



Chapter 6. Inertia-Aware Investment and Operational Planning Models for Microgrids

timal investment and operational solution obtained from the first-stage problem ensures

frequency security in islanded mode, and the algorithm is terminated. Otherwise, the

algorithm proceeds to the third stage.

6.4.2.3 Stage 3: Tightening Power Exchange with the Main Grid

The third stage of the algorithm employs the non-zero solution obtained from the previous

stage to tighten the limits imposed on the power exchange with the main grid at each

hour of every representative day throughout the planning horizon. Once the bounds

have been altered, the algorithm proceeds to the next iteration (ψ + 1). The modified

limits may lead either to a change in the power exchange with the main grid (through

operational decisions), a change in the investment decisions, or both.

6.5 Extended Formulation under Static and

Transient Frequency Constraints

In this section, the extended formulation of the proposed planning tool under static and

transient constraints is presented. The iteration index ψ is omitted for better legibility

and brevity.

6.5.1 Extended Formulation under Static Constraints (Stage

1)

The optimisation problem in the first stage corresponds to the compact formulation (6.9),

including investment limitations and static operational constraints in grid-connected and

islanded mode. The extended terms in the objective function and the constraints are

outlined in the following.

6.5.1.1 Investment

The term Θinv(χinv) in the objective function of the proposed planning problem is given

by:

min
χinv

Θinv =
∑

g∈{S,C}
(icg · zg) +

∑

l∈L
(icl · zl) , (6.10)

and includes the total investment/reinforcement costs of generators/lines throughout the

planning horizon. The optimisation variables χinv = {zg, zl},∀g ∈ {S, C} ∧ ∀l ∈ L
are here-and-now decisions (i.e. not a function of uncertain parameters, and thus, non-

adjustable) [166].
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6.5.1.2 Grid-Connected Operation

The function Θgm,opr capturing the operational cost in grid-connected mode is given by:

min
χgm,opr

Θgm,opr =
∑

o∈O

∑

t∈T

(
τo ·
(
ebto · pbto − esto · psto

))

+
∑

o∈O

∑

t∈T

∑

g∈{S,C}
(τo ·mcg · pgto) +

∑

o∈O

∑

t∈T

∑

i∈N

(
τo · fci · dpfito

) (6.11a)

The objective function minimises the total operation costs, including the total costs of

power exchange with the main grid, the total operation costs of generators, and the

total penalty costs of shifting loads away from the periods preferred by consumers. The

constraints that need to be taken into account to reflect operational limitations in grid-

connected mode are:

Constraints on active and reactive power flows: The power flows based on the

linearized version of the DistFlow model [158,159], denoted as Model 3 in Chapter 3.

Pli+to + pbto|i=1 − psto|i=1 +
∑

g∈{Si,Ci}
pgto =

∑

i−∈N i

Pli−to + dpito, ∀i, t, o, (6.11b)

Qli+to + qbto|i=1 − qsto|i=1 +
∑

g∈{Si,Ci}
qgto =

∑

i−∈N i

Qli−to + dqito, ∀i, t, o, (6.11c)

vi+to − vito =
(
rli+ · Pli+to + xli+ ·Qli+to

)
, ∀i, t, o, (6.11d)

Constraints on power exchange with the main grid: Equations (6.11e)-(6.11f)

ensure the non-negativity and impose the upper limits on the power exchange with the

main grid.

0 ≤ pbto ≤ pbto, 0 ≤ psto ≤ psto, ∀t, o, (6.11e)

0 ≤ qbto ≤ qbto, 0 ≤ qsto ≤ qsto, ∀t, o, (6.11f)

Note that p
b/s
to and q

b/s
to in (6.11b) and (6.11c) are included only at the Point-of-Common

Coupling (PCC) node denoted by n = 1.

Constraints on constant and flexible load: The limitations in (6.11g)-(6.11j) reflect

the power balance of constant and flexible loads as well as the limitations of flexible loads

at each node and at every hour of each representative day. For the flexible loads, (6.11k)

ensures that their required daily energy consumption is maintained for each representative

day.

dpito = dpc

ito + dpf

ito, ∀i, t, o, (6.11g)
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dqito = dqc

ito + dqf

ito, ∀i, t, o, (6.11h)

dpf

ito ≤ dpf

ito ≤ d
pf

ito, ∀i, t, o, (6.11i)

dqf

ito ≤ dqf

ito ≤ d
qf

ito, ∀i, t, o, (6.11j)
∑

t∈T
dpito = eio, ∀i, o, (6.11k)

Constraints on power generation of the DERs: The capacity, reserve and ramp-

rate limits of the distributed generators are described in constraints (6.11l)-(6.11p) at

each hour of every representative day.

0 ≤ pgto ≤ pgto · zg, ∀g ∈ {S, C}, t, o, (6.11l)

pgto = pnomg − pFRg , ∀g ∈ {S}, t, o, (6.11m)

pgto = min(pnomg − pFRg , pAVgto), ∀g ∈ {C}, t, o, (6.11n)

q
gto

· zg ≤ qgto ≤ qgto · zg, ∀g ∈ {C,S}, t, o, (6.11o)

− rdng ≤ pgto − pg(t−1)o ≤ rupg , ∀g ∈ S, t, o, (6.11p)
∑

t∈T
pgto + eFRg ≤ cgo ·

∑

t∈T
pgto, ∀g ∈ S, o, (6.11q)

Parameter pFRg in (6.11l) and (6.11n) relates to the minimum active power reserve capacity

of each generator allocated to transient frequency control. This requirement can be

predefined by the grid code [38] or calculated as:

pFRg =
(
Mgḟlim + (Dg +Rg)∆flim

)

with ḟlim, and ∆flim denoting the maximum acceptable RoCoF, and frequency deviation

prior to under-frequency load shedding, respectively. The energy adequacy for transient

performance, defined by parameter eFRg , is calculated as

eFRg =
(
MgḟlimT

FCI

+ (Dg +Rg)∆flimT
FCP
)

where TFCI

and TFCP

define the delivery

periods for inertia and primary frequency response, respectively. It should be noted here

that delivery periods TFCI

and TFCP

include all hours considered in the planning horizon

of each representative day.

Energy reserves (eFRg ) for transient frequency control in CIGs are commonly provided by

three different approaches, i.e. can be provided by the converter-side DC-link capacitor

energy storage [167], by a battery energy storage attached to the CIG [168], or by decreas-

ing the CIG output from the maximum power point to allow for upward regulation. In
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this work, it is assumed that the energy and power reserves for transient frequency control

of CIG units are provided by the DC-side capacitor as detailed in [167]. Furthermore,

(6.11l)-(6.11n) limit the SG and CIG output power to accommodate for the necessary

power reserves (pFRg ). For the synchronous units the maximum available power p̄gto is

given by the unit’s power capacity reduced in order to account for the frequency reserves

required (6.11m). On the other hand, for CIG units the power output at any time period

is dependent on the weather conditions and as such its maximum power point at each

hour pAVg will further limit the available power that can be dispatched (6.11n). Moreover,

the reactive power limits of CIGs are based on the maximum generated active power, i.e.,

qgto = tanϕ · pgto, where cosϕ is the maximum power factor of a unit defined by the grid

code. Constraint (6.11q) defines the daily capacity factor of SGs in each representative

day of the planning horizon [169].

Constraints on line thermal limits: Constraint (6.11r) imposes the thermal loading

limits of each line. This quadratic constraint is linearised by means of a convex polygon,

defined by inner approximations of the thermal loading circle [160], this is illustrated in

Model 3 in Section 3.2.3.

P 2
lto +Q2

lto ≤
(
S
0
l

)2
· z0l +

(
Sl
)2 · zl, ∀l, t, o, (6.11r)

z0l + zl = 1, ∀l, (6.11s)

The initial status of the line is represented by z0l = 1 if there is no requirement for

investment at loading capacity S
0
l . If however the line loading limits are violated, a new

line with higher loading capacity Sl can be utilised.

Constraints on nodal voltage magnitudes: The limits on the nodal voltage magni-

tudes throughout the planning horizon are ensured as:

v ≤ vito ≤ v, vto|i=1 = 1, ∀i, t, o, (6.11t)

During grid-connected operation the vector of wait-and-see decision variables (i.e. a

function of uncertain parameters, and thus, adjustable) [166] is given by

χgm,opr = {dp/qito , d
pf/qf

ito , pgto, Plto, p
b/s
to , qgto, Qlto, q

b/s
to , vito}.

6.5.1.3 Islanded Operation

It is assumed that at every hour of each representative day, the MG should be able to

withstand an unscheduled islanding event. The operation planning problem of a MG in
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islanded mode is aimed at ensuring survivability and self-sufficiency, where priority is

given to critical loads. It is worthwhile to note that, in this study, the self-sufficiency is

ensured for one period (i.e., one hour) after disconnection from the main grid. However,

the islanded operation period can be straightforwardly extended to multiple periods based

on the required resilience. Hereafter, the superscript “im” denotes operational variables

in islanded mode. The function Θim,opr
to capturing the operational cost in islanded mode

is given by:

min
χim,opr
to

Θim,opr
to =

∑

i∈N

(
pci
(
(1− yito) d

pc

ito + ďpf

ito

))
(6.12a)

The objective function (6.12a) minimizes the total unserved load and ensures an adequate

supply of at least the critical MG loads. It should be noted that pcn describes the priority

level of the load at a specific node, with higher values suggesting more critical loads, and

the amount of unserved flexible load is denoted by ďpf

nto.

The constraints that need to be taken into account to reflect operational limitations in

islanded mode are:

Constraints on the active and reactive power flows:

P im
li+to

+
∑

g∈{Si,Ci}
pimgto =

∑

i−∈N i

P im
li−to

+
(
yito · dpc

ito + dim,pf

ito

)
, ∀i, t, o, (6.12b)

Qim
li+to

+
∑

g∈{Si,Ci}
qimgto =

∑

i−∈N i

Qim
li−to

+
(
yito · dqc

ito + dim,qf

ito

)
, ∀i, t, o, (6.12c)

vimi+to − vimito =
(
rli+ · P im

li+to
+ xli+ ·Qim

li+to

)
, ∀i, t, o, (6.12d)

Constraints on the constant and flexible load:

dim,pf

ito = dpf

ito + d̂
p+
f

ito − d̂
p−
f

ito, ∀i, t, o, (6.12e)

dim,qf

ito = dqf

ito + d̂
q+
f

ito − d̂
q−
f

ito, ∀i, t, o, (6.12f)

0 ≤ d̂
p+
f

ito, d̂
q+
f

ito, d̂
p−
f

ito, d̂
q−
f

ito, ∀i, t, o, (6.12g)

dpf

ito ≤ dim,pf

ito ≤ d
pf

ito, ∀i, t, o, (6.12h)

dqf

ito ≤ dim,qf

ito ≤ d
qf

ito, ∀i, t, o, (6.12i)

dim,pito ≤ eio −
t−1∑

t′=1

dpit′o, ∀i, t, o, (6.12j)
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Constraints on power generation of different units:

0 ≤ pimgto ≤ pgto · zg, ∀g ∈ {C,S}, t, o, (6.12k)

q
gto

· zg ≤ qimgto ≤ qgto · zg, ∀g ∈ {C,S}, t, o, (6.12l)

− rdng ≤ pimgto − pgto ≤ rupg , ∀g ∈ S, t, o, (6.12m)

pimgto ≤ cgo ·
∑

t∈T
pgto −

t−1∑

t′=1

pgto, ∀g ∈ S, t, o, (6.12n)

Constraints on line thermal limits:

P im
lto

2
+Qim

lto
2 ≤ S2

lto ·
(
z0l + zl

)
, ∀l, t, o, (6.12o)

Constraints on nodal voltage magnitudes:

v ≤ vimito ≤ v, vimto|i=1 = 1, ∀i, t, o, (6.12p)

where, similarly to the previous operation planning problem in grid-connected mode,

all operation variables χim,oprto = {d̂pf/qf

ito , d
im,pf/im,qf

ito , p̂gto, p
im
gto, P

im
lto , q̂gto, q

im
gto, Q

im
lto, v

im
ito} are

wait-and-see decisions.

Constraints (6.12b)-(6.12d) enforce the post-islanding power flow balance, whereas the

deviations between the amount of flexible load served in grid-connected and islanded

mode are given by (6.12e)-(6.12f) and used to determine the fraction of served and un-

served flexible loads in islanded mode. Moreover, (6.12h)-(6.12i) enforce the limitations

of flexible loads in islanded mode, and (6.12j) restricts the supply of flexible loads in

terms of respective demand already served before the current time instance affected by

a disconnection from the main grid. Constraints (6.12k)-(6.12l) denote capacity lim-

its of generators, (6.12m)-(6.12n) indicate that re-scheduling actions of SGs in islanded

mode are subject to their ramp rate and daily capacity factor limitations as well as their

scheduling actions before the current time step. Furthermore, similar to the formulation

in grid-connected mode, (6.12o) defines the thermal loading limit of each line and (6.12p)

limit the nodal voltage magnitudes. In the grid-connected mode the voltage at the PCC

is maintained by the stiff grid, while in the islanded mode it is controlled by the DERs.

The final optimization problem is a MILP problem in the first stage of the algorithm,

and its solution is subsequently used in the feasibility check in the second stage.
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6.5.2 Formulation of the Transient Security Problem (Stage 2)

The feasibility of the planning solution under transient security constraints is necessary

to guarantee the secure islanding of a MG. According to the metrics described in (6.5),

(6.6), (6.7) and the discussions in Section 6.4.2, the transient frequency response in the

event of islanding depends on the amount of power exchange with the main grid at the

time of the event (i.e., ∆P = p
b/s
toψ) and the control parameters of the online generators

in the MG (i.e., M(zgψ), D(zgψ), Fg(zgψ) and Rg(zgψ)). Note however that, with respect

to decision variables, (6.5) and (6.7) are linear while (6.6) is highly non-linear. Given

the optimal values of decision variables obtained from the first stage (p
b/s
toψ and zgψ), the

non-linear term in (6.6) can be defined as a constant at each iteration. Consequently, at

each iteration ψ, the feasibility check can be formulated as a linear programming problem

of the form:

Θdyn
to = min

∆p
b/s
toψ

∣∣∣∆pb/stoψ

∣∣∣ (6.13a)

The constraints that need to be taken into account to ensure transient security feasibility

are:

∣∣∣∣∣
p
b/s
toψ +∆p

b/s
toψ

M

∣∣∣∣∣ ≤ ḟlim, (6.13b)

∣∣∣∣∣
p
b/s
toψ +∆p

b/s
toψ

D +Rg
·
(
1 +

√
T (Rg − Fg)

M
e−ζωntm

)∣∣∣∣∣ ≤ ∆flim, (6.13c)

∣∣∣∣∣
p
b/s
toψ +∆p

b/s
toψ

D +Rg

∣∣∣∣∣ ≤ ∆fss,lim. (6.13d)

The feasibility checking problem (6.13) is solved independently for each hour t of every

representative day o. Constraints (6.13b)-(6.13d) enforce permissible frequency response

limits pertaining to RoCoF, frequency nadir, and quasi-steady-state frequency deviation

[38], respectively, whereas slack variables ∆p
b/s
toψ are used to identify the violations of

transient security limits at a specific hour and iteration. Accordingly, (6.13a) provides

the minimum change needed in the scheduled power exchange with the main grid from

the first stage to ensure frequency security.
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6.5.3 Bound Tightening (Stage 3)

After solving (6.13) for each considered time step at each iteration ψ, the value of ∆p
b/s
toψ

is used to modify and tighten the power exchange limits with the main grid at the next

iteration (ψ + 1):

p b
to(ψ+1) = pbtoψ − α∆pbtoψ, ∀t, o, (6.14a)

p s
to(ψ+1) = pstoψ − α∆pstoψ, ∀t, o. (6.14b)

The scaling factor α is used to apply a less conservative bound modification to account

for intertemporal power shifting and investment candidates with frequency support. Fur-

thermore, α prevents the emergence of oscillatory non-convergence that might occur due

to the multi-stage nature of the solution algorithm. In this work, a value of α ∈ [0.5, 0.7]

was adopted, calculated through a heuristic approach. Alternatively, a line-search ap-

proach could be implemented in the algorithm, allowing to select the maximum α that

satisfies the requirements while minimizing the computational time.

The proposed algorithm (see Fig. 6.2) can be summarised as:

Stage 1: Investment and operational planning with static security, (6.10)-(6.12);

Stage 2: Transient security evaluation at all hours, (6.13);

Stage 3: Grid power bounds tightening, (6.14).

6.6 Description of Study Network

A modified CIGRE residential low-voltage network [140], illustrated in Fig. 6.3, is used

to analyze the performance of the proposed planning tool. The network parameters are

defined in Appendix A.3. It is assumed that one SG is already preset at PCC (SG1) and

the investment candidates comprise one SG (SG2) and three PV CIGs (i.e., PV1 and

PV2 interfaced via grid-supporting converters, and PV3 operating in grid-feeding mode
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Figure 6.3: Modified CIGRE European low voltage network.
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Table 6.1: Generator Control Parameters and Investment Costs

SG1 SG2 PV1 PV2 PV3

Annualized investment cost ($) - 40 000 70 000 65 000 60 000

Capacity (kW) 280 350 350 350 350

Node 1 15 17 11 18

M (s) 14 14 14 - -

D (p.u.) 0.9 0.9 0.9 - -

K (p.u.) 1 1 1 1 -

R (p.u.) 0.03 0.03 - 0.05 -

F (p.u.) 0.35 0.35 - - -

Existing generator

Candidate generators

with fixed power output).

The fundamental control parameters obtained from [1] and investment costs (derived

from [108,170]) of all generators are provided in Table 6.1, while system operation costs

are given in Table 6.2. The fixed operational costs are included as a markup in the an-

nualised investment costs while the variable operational costs are as defined in Table 6.2.

The load parameters are defined in Table 6.3 where 50% of nominal load connected at

node 1 is shiftable, whereas high priority critical loads are connected at nodes 15 and 16.

The patterns of loads and PV generation in Texas during 2016 [171] are used to obtain

representative days through k-means clustering. The profiles of four representative days

for load and PV power generation are depicted in Fig. 6.4.

The transient security constraints are enforced through thresholds imposed on RoCoF

(ḟlim = 2Hz/s), frequency nadir (∆flim = 0.8Hz), and quasi-steady-state frequency

deviation (∆fss,lim = 0.2Hz). Also, a value of ϵ = 10−2 is adopted.

The implementation was done in MATLAB, with the optimization model formulated in

YALMIP [172] and solved by Gurobi [86].

127



6.7. Case studies

Table 6.2: System Operation Costs

Import

($/kWh)

Export

($/kWh)

SG

($/kWh)

PV

($/kWh)

Demand

shift

penalty

($/kWh)

Demand

disconnection

penalty

($/kWh)

30 15 60 0 100 (150− 200)∗

*Based on the level of demand criticality, only in islanded mode

Table 6.3: Load Parameters (F: Flexible, C: Constant)

Node 1 11 15 16 17 18

Type F C C C C C

Nominal Load [kVA] 200 15 52 210 35 47

Power factor 0.95 0.95 0.95 0.85 0.95 0.95

High priority load

Low priority load
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Figure 6.4: Demand and solar power generation patterns (four representative days).

6.7 Case studies

To analyze the performance of the proposed planning tool, three cases are considered:

Case 1: MG planning without robust islanding constraints (stochastic approach);

Case 2: MG planning only with robust static islanding constraints (stochastic-robust

approach);

Case 3: MG planning with robust static and transient frequency islanding constraints

(stochastic-robust approach).
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Case 2 considers only Stage 1, while Case 3 considers all the stages of the proposed

algorithm.

6.7.1 Analysis of Expected Investment and Operational Costs

In this analysis, the costs of the three aforementioned case studies are compared under the

consideration of four representative days. Let us first study Case 1, with the respective

costs under different capacity limits of the main feeder listed in Table 6.4. Initially for

conciseness, the result obtained with four representative days and scenarios illustrated

by the profiles in Fig. 6.4 is presented. Understandably, the MG mainly relies on more

affordable power provided by the main grid instead of dispatching SG1 installed at PCC.

Under the unlimited import capacity from the main grid, investments in local generation

are not economical due to the low cost of imported power. However, with the introduction

of grid capacity limits (e.g., in instances of net load growth and faults experienced in

the network), the operational costs increase as a result of the MG relying on the more

expensive SG1 at the PCC. Further, the reduction of grid capacity limits finally leads

to the instalment of PV3, which yields higher investment but lower operational costs

compared to SG2 and thus significantly reduces the overall costs.

The variation between investment and operational costs for Cases 2 and 3 is provided in

Table 6.5, where the optimal solution at iteration ψ = 1 corresponds to the optimal costs

of Case 2. The problem in Cases 2 and 3 is solved considering unlimited power import

from the main grid. The MG requires higher reliability in Case 2 compared to Case 1

in order to minimise the loss of load under static security constraints during islanding.

Whereas in Case 3 the survivability and resilience of the MG are also considered by in-

cluding the transient security constraints. To ensure the MG resilience, higher investment

and operational costs are enforced in both of these case studies compared to Case 1 due

to inclusion of static and transient islanding constraints. Indeed, a 400% cost increase

for Case 2 is observed, with a further 10% increase for Case 3. In both of these cases,

Table 6.4: Cost comparison with variation in main grid capacity for Case 1: MG Planning

without Islanding Constraints

Main grid

capacity (kW)

Investment costs

& decisions ($)

Operational

costs ($)

Total

costs ($)
Installed

capacity (kW)

Unlimited 0 56 394 56 394 280

250 0 77 795 77 795 280

150 60 000 (PV3) 47 473 107 473 630
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Table 6.5: Planning Costs for Case 2 (Final Cost in Blue) and Case 3 (Final Cost in

Green) Including Four Representative Days.

ψ
Investment costs ($)

& decisions

Operational

costs ($)

Demand

shift

penalty ($)

Demand

disconnection

penalty ($)

Total

costs ($)

1
128 000

(PV2, PV3 + Lines 1-2, 2-3, 3-11)
96 956 3 613 5 548 224 956

2
127 000

(PV2, PV3 + Lines 1-2, 2-3)
113 872 8 543 5 337 240 872

3
127 000

(PV2, PV3 + Lines 1-2, 2-3)
118 924 8 796 5 081 245 924

4
127 000

(PV2, PV3 + Lines 1-2, 2-3)
120 423 8 572 5 334 247 423

5
127 000

(PV2, PV3 + Lines 1-2, 2-3)
120 890 8 805 5 081 247 890

the installation of renewable DERs reduces the total costs despite the significantly higher

underlying investment costs. More precisely, renewable DERs contribute to increased line

flows and power export to the main grid, thus necessitating a greater network capacity

indicated by the upgrade of the lines between nodes (1-2) and (2-3). However, in turn,

the MG adequacy improves with installing renewable DERs, reflected in the reduction of

lost load and ensuring that critical loads are supplied even during emergency islanding

situations.

Focusing on Case 3, it is noticeable that operational costs increase at each iteration due to

the use of expensive SGs and flexible loads to mitigate the feasibility violation. The use of

flexible loads accrues a customer inconvenience penalty which would increase operational

cost greatly, however, in this case, the flexible loads operate during instances of higher

solar power generation thus averaging out the total operational cost. Nevertheless, when

operational flexibility alone cannot guarantee security, more units are installed. Finally,

it can be seen that tightening of the power exchange limits (and thus the power export)

with the main grid alleviates some of the network investments (e.g., line 3-11 for iterations

1 and 2). Thus, the MG planner can be made aware of the enforced additional cost to

ensure the resilience of the system through including transient security constraints in

Case 3 as compared to Case 2.

In Fig. 6.5, a comparison of the total design costs considering either a determinis-

tic/stochastic (Case 1) or deterministic/stochastic-robust (Case 2 & 3) model in all three
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Figure 6.5: Total costs for deterministic and stochastic models in Cases 1, 2 and 3.

cases is presented. The deterministic model in Cases 1, 2, and 3 considers only one rep-

resentative day (i.e., the expected average daily load and power generation patterns). As

noticeable in Fig. 6.5, a deterministic model provides a rather optimistic solution that can

lead to system vulnerabilities for both static and transient security. This risk is shown to

grow with the inclusion of transient security (Case 3). Hence, increasing the number of

scenarios provides a more accurate system representation, which ensures a more robust

design. This is further analysed in Section 6.7.3.1.

6.7.2 Transient Security Analysis

In Case 3, the MG survivability is ensured by meeting the prescribed transient security

criteria. In the second stage of the algorithm (see Fig. 6.2), the slack variable ∆p
b/s
to

is used to indicate the amount of adjustment needed in the scheduled power exchange

with the main grid to satisfy the transient frequency requirements. Fig. 6.6 showcases

the metrics describing the dynamic performance of the MG’s CoI after islanding at each

hour. The first iteration corresponds to the system response without transient security

requirements (Case 2).

A significant improvement is recorded in the maximum RoCoF values, even within a

single iteration (e.g., reduction from 8Hz/s to 3.5Hz/s after the first iteration). Further-

more, each successive iteration reduces the power exchange with the main grid during the

hours when security limits are violated until all limits are satisfied. The amount of aggre-

gated corrective power deviations (
∑

t∈ΩT ∆p
b/s
to ) in Table 6.6 is monotonically decreased

with each iteration until the transient security constraints are fulfilled. The aggregated

power deviations indicate the power changes applied to the power exchange limits for the

different violating hours. At each time instant grid capacity limits in successive iterations

vary depending on the islanding dynamic performance. For representative days 2 and 3,
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ḟ
m
a
x

[H
z/

s]

−1.5

−1

−0.5

0

0.5

1

∆
f
m
a
x

[H
z]

0 12 24 36 48 60 72 84 96

−0.5

−0.25

0

0.25

0.5

Hour

∆
f
ss

[H
z]

ψ = 1 ψ = 2 ψ = 3 ψ = 4 ψ = 5
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Figure 6.6: System performance in terms of the transient frequency metrics for different

iterations of the proposed algorithm including four representative days.

no corrective power deviations are required for power export. This is also evident from

Fig. 6.6 where no violations are recorded in the negative range (power export) for all met-

rics between hours 25 and 72 (range of hours for day 2 and 3) hence eliminating the need

for bound tightening in this region. It is however noteworthy that these improvements

in terms of security and resilience are achieved at the expense of higher operational costs

by dispatching costly SG and flexible loads.

It is clear from Fig. 6.6 that the RoCoF threshold is the most limiting factor for se-

cure transient operation. This is expected, since PV-based CIGs yield a more economic

solution but do not provide the same level of inertia as SGs, thus degrading the tran-

sient performance. In particular, SG1 and PV1 provide both inertia and damping, PV2

improves damping through droop control, and PV3 offers no frequency support. Since

the inertia and damping contribution of SG1 and PV2 do not lead to sufficient transient

performance, the reduction in the power exchange with the main grid is needed to ensure

a satisfactory response. This is achieved through power provision from PV2 and PV3 as
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Table 6.6: Aggregated corrective power deviations at each iteration including four repre-

sentative days in Case 3

Representative Day

1 2 3 4 1 2 3 4

ψ
Aggregated import

power deviations (kW)

Aggregated export

power deviations (kW)

1 751.00 467.70 1426.20 257.10 328.20 0.00 0.00 1102.80

2 225.30 140.30 427.85 77.15 98.45 0.00 0.00 330.85

3 67.60 42.10 128.35 23.15 29.55 0.00 0.00 99.25

4 20.30 12.65 38.50 6.95 8.85 0.00 0.00 29.80

5 6.10 3.80 11.30 2.10 2.65 0.00 0.00 8.95

well as higher activation of flexible loads.

The analytical result in Fig. 6.6 is validated through a time-domain simulation of the

MG. In the time-domain simulation, the CIGs are modeled as detailed in [163] while the

SGs are modeled by a 6th-order model equipped with a reheat turbine speed governor [42]

and an IEEE ACIA exciter [173]. The dynamic simulations were performed with PyRA-

MSES [60] software. The disconnection from the grid occurs at time = 1 s. As indicated

in Fig. 6.7, neither Case 1 nor Case 2 ensures a secure transition to islanded state given

an abrupt islanding event. However, the solution of Case 3 ensures the transient security,

and thus, survivability of the MG during the transition to the islanded mode, as shown

in Fig. 6.7.
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Figure 6.7: MG CoI frequency response after an abrupt islanding event at hour = 20 for

each of the three cases studied.
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6.7.3 Sensitivity Analysis

6.7.3.1 Representative Days

The stochasticity of both load and generation profiles affects the planning accuracy,

usually resulting in under- or overestimation. As previously described in Section 6.6, the

load and generation profiles are obtained by utilizing the k-means clustering for different

representative days. Understandably, the number of considered representative days has

a direct impact on the solution of the algorithm. This can be observed in Fig. 6.8, where

the total investment and operational costs for Cases 2 and 3 increase with the number

of representative days. In particular, employing more representative days provides a

better representation of system operation, thus allowing for more accurate estimates of

different costs. Additionally, an increase in the representative days results in a more

robust design as more scenarios for an abrupt islanding event can be taken into account

during system design. On the other hand, it also imposes a higher computational burden

as this results in a significant increase in the solution space of the problem leading to

the intractability of the optimization problem as further clarified in Section 6.7.5. In

particular, the results in Fig. 6.8 indicate that the overall costs plateau for excessive

number of representative days, suggesting that the case studies considering up to 16

representative provide a good trade-off between the accuracy of cost estimates and the

needed computational effort. Furthermore, Table 6.7 provides the investment decisions

for Cases 2 and 3. The additional units for the result of 16 and more representative days

in Case 3, a consequence of the better representation of the operation scenarios further

ensures that a more robust transient security solution is obtained.

6.7.3.2 Operational Flexibility

While flexible loads provide more degrees of freedom for operational planning, they are

costly. In spite of their high operational costs, in this study they provide a more affordable

option compared to investments in additional generators for improving system flexibility

by reducing the peak power exchange with the main grid. Indeed, Table 6.5 shows a suc-

cessive increase in the use of flexible loads for improving the transient frequency response.

This is justified by the fact that flexible loads provide a peak shaving service vital for

ensuring survivability during transients. In Case 2, as the number of representative days

was increased, the use of flexible loads showed a correlation with the load adequacy in

islanded mode. Results indicate lower load curtailment with the availability of flexible

loads, as seen in Fig. 6.9.
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Figure 6.8: Total costs for different representative days in Cases 2 and 3.

Table 6.7: Investment costs and decisions considering Cases 2 and 3 for different repre-

sentative days

Investment costs ($) and decisions

Representative

days
Case 2 Case 3

1 60000 (PV3) 125000 (PV2, PV3)

4 128000 (PV2, PV3 + Line 1-2, 2-3, 3-11) 127000 (PV2, PV3 + Line 1-2, 2-3)

8 128000 (PV2, PV3 + Line 1-2, 2-3, 3-11) 127000 (PV2, PV3 + Line 1-2, 2-3)

16 128000 (PV2, PV3 + Line 1-2, 2-3, 3-11) 165000 (PV2, PV3, SG2)

32 128000 (PV2, PV3 + Line 1-2, 2-3, 3-11) 165000 (PV2, PV3, SG2)

64
130000

(PV2, PV3 + Line 1-2, 2-3, 3-4, 4-5, 5-6, 3-11)

167000

(PV2, PV3, SG2 + Line 4-5, 5-6)

128
130000

(PV2, PV3 + Line 1-2, 2-3, 3-4, 4-5, 5-6, 3-11)

167000

(PV2, PV3, SG2 + Line 4-5, 5-6)

Case 3 was also studied with and without flexible loads to thoroughly analyze their im-

pact. In the case of 1 and 16 representative days, the operational costs experience a

marginal decrease under the use of flexible loads, whereas the investment costs remain

intact, as depicted in Fig. 6.10. In contrast, for other representative periods the use of

flexible loads leads to lower investment costs, as they alleviate the problems pertaining

to adequate power supply. Moreover, in all four cases the total costs increase without

the use of flexible loads, thus making their adoption vital for system flexibility and eco-
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Figure 6.9: Sensitivity of curtailed load penalty to the presence of flexible loads for

different representative days in Case 2.
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Figure 6.10: Sensitivity of investment and operational costs to the presence of flexible

loads for different representative days in Case 3.

nomic operation. The latter aspect is primarily related to the presence of renewable PV

units, which allow for the loads to be shifted to periods of higher solar generation. This

differentiation is more prominent in cases with 4 and 8 representative days since the use

of flexible loads allows to differ investment decisions.

Table 6.8: Comparison Between Out-of-Sample and In-Sample Total Operational Costs

and Design Feasibility

Operational

costs

Demand shift

penalty

Demand disconnection

penalty

Transient

feasibility

Case 2 9.7% ↑ 0.0% 0.0% 78.6%

Case 3 7.3% ↓ 5.4% ↓ 0.0% 100%
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6.7.4 Out-of-sample Performance

To evaluate the performance of the system design and its feasibility against different re-

alisations of uncertain parameters, the full pattern of realistic 365 days as out-of-sample

scenarios for load and PV generation is adopted. Using the optimal investment solution

provided in for 16 representative days in both Case 2 and 3, an operational planning

problem is run separately for each of the 365 days for out-of-sample analysis. The total

operational costs and transient feasibility considering all 365 days is compared with the

solution provided based on the representative day clusters. Table 6.8 presents a com-

parison between total operational costs of in-sample and out-of-sample scenarios. It is

noteworthy to mention that in-sample scenarios are used within the proposed investment

planning tool to obtain the optimal MG design, while the out-of-sample scenarios are

used to evaluate the long-term performance of the optimal design under different realisa-

tions of uncertain loads and PV generations. Understandably, there is a slight increment

in the total operational cost in Case 2 with only static security constraints. In other

words, the stochastic approach may not be able to cover the entire spectrum of potential

scenarios that may occur in system operation. However, the total costs with the inclu-

sion of transient security constraints show a decrease indicating that the design remains

robust to all different potential islanding scenarios in the year. Furthermore, Table 6.8

shows the transient feasibility percentage for the optimal solutions in Case 2 and Case

3. According to Table 6.8, the optimal MG design in Case 2 is not feasible in 21.4% of

the out-of-sample scenarios. However, the optimal design remains 100.0% feasible when

considering either only static security or both static and transient security for MG design

in Case 3.

6.7.5 Computational Effort and Scalability

All case studies have been performed on a laptop with an Intel Core i5 processor at 1.8GHz

with 8GB memory. The three stages of the proposed algorithm are solved as: Stage 1 -

stochastic-robust MILP; Stage 2 - deterministic Linear Programming (LP); and Stage 3 -

analytical problem. For Stages 2 and 3, the computing time is less than 1.5 s on average

to obtain the solution of each individual hour. However, in Stage 1, the solution space

of the problem is a function of the number of scenarios, i.e., number of representative

days. In Table. 6.9, a comparison of the computational time for different numbers of

representative days and different state-of-the-art optimization tools is presented. An

increase in the number of representative days leads to a larger solution space with more

decision variables, and consequently, a higher computational time. By adopting a suitable
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Table 6.9: Computation Time for Different Representative Days

Computation time [s]

No. of representative days Gurobi Cplex Mosek

1 25 26 28

4 63 108 274

8 156 230 689

16 354 465 2254

64 2787 6027 189658

solver, the computational time can be optimized. In Table. 6.9 Gurobi solver indicates

the fastest response. Nonetheless, the exponential growth in solution time and increase

in the solution space with the number of representative days can further increase the risk

of intractability. Therefore, it is vital to compromise between accuracy and tractability of

the proposed planning tool by choosing a sufficient number of representative days. In the

same regard, a single-year planning model was utilized as opposed to a multi-year model.

While the latter provides a higher accuracy, the number of variables and constraints

increase significantly resulting in a higher risk of intractability.

6.8 Conclusion

This chapter proposes a MG investment and operational planning problem under both

steady-state operational constraints in grid-connected and islanding modes in addition

to transient frequency islanding constraints. By explicitly embedding the islanding con-

straints in the planning problem, the survivability of the system can be guaranteed while

self-sufficiency is assessed as a function of the load supplied in islanded conditions. How-

ever, after the islanding event, the transient behaviour of the MG is dictated both by

the non-linear dynamics and the investment and operation decisions, which poses many

challenges concerning the problem formulation. The problem is addressed by propos-

ing an iterative three-stage algorithm that resolves the underlying tractability issues and

computational challenges, as well as shows excellent performance on the examined case

studies. Furthermore, it has been highlighted that the presence of flexible loads and the

control capability of the local generators is vital in improving the MG operational flexi-

bility and robustness. It is clear though that not considering the transient behaviour of

the MG right after the islanding event, can lead to optimistic investment and operational

decisions and can endanger the survivability of the MG.

The next chapter covers additional aspects that are required to enhance opitmality and
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computational efficiency. More specifically, the impact of information exchange between

different layers of the algorithm on the solution optimality and rate of convergence is

assessed further.
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Chapter 7

A Decomposition Strategy for

Inertia-aware Planning Models

The integration of the frequency dynamic evolution into MG investment and operational

planning problems is vital in improving the security of the system in the post-contingency

states. The task of including transient security constraints in a planning problem is

however non-trivial. This is due to the highly non-linear and non-convex nature of the

analytical closed form of the frequency metrics and power flow constraints. Additionally,

during system planning various integer variables originate from modelling of the physical

components e.g operation of automatic devices such as tap changers, implementation of

priority controls and from binary decisions such as whether or not to install new devices

during the expansion planning problems. The resulting model, a Mixed Integer Nonlinear

Programming (MINLP) problem, is intractable due to the enumerations required at all

the discrete integer points in the feasible search space [174] and its non-convexity.

In Chapter 6, an iterative solution algorithm that uses a bound-tightening technique to

solve inertia-aware MG investment and operational planning problems and mitigate any

existing security violations is presented. However, the algorithm proposed therein sequen-

tially uses the solution at each stage to inform the next with no information exchange on

the impact of current or previous solutions between stages. As such, it does not allow for

exchange of sensitivity information between the solutions provided at the different stages,

leading to conservative and sub-optimal solutions. In this chapter, a decomposition-based

solution strategy is proposed to solve the same problem. This algorithm ensures infor-

mation exchange between the different stages by using dual-cutting planes. Moreover,
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the highly non-linear expression of the frequency nadir is approximated with a first-order

Taylor expansion. The performance of the algorithm is tested under different operational

scenarios generated using a clustering technique and the results are compared with the

bounds-tightening technique presented in Chapter 6.

7.1 Introduction

Related Works

As discussed in Chapter 6, the application of dynamic constraints on the frequency se-

curity problem to an optimisation problem is no trivial task. This is due to the high

order nonlinear expressions defining the dynamic frequency response resulting in a high

computational burden. In [42], the time evolution of system frequency deviation has

been described by a first-order ordinary differential equation. This dynamic model is

adopted in [153] to formulate expressions for frequency nadir, RoCoF, and quasi-steady-

state frequency to apply to a stochastic scheduling problem. Whilst the RoCoF and

nadir constraints are convex, the non-linear nadir expression has been approximated by

a bi-linear constraint with further sufficient conditions on the approximation defined by

mixed-integer linear constraints.

Sufficient conditions derived from a pre-determined frequency trajectory are applied to

the linearized frequency nadir constraints in [175] for unit commitment and economic

dispatch of power generators. In [176], a two-step linearisation technique defined by an

inner approximation utilising overestimating planes and the standard big-M technique

is employed to linearise the nadir expression. While the work in [177] transforms the

frequency nadir constraints into the capacity reserve constraints using a series of linear

frequency security margin constraints formulated by piece-wise linearisation fitting of

the non-linear expression. Similarly [155] tackles this problem by approximating the

nadir expression using a Piece-Wise Linearisation (PWL) technique. In the linearised

form, the expression is suitably integrated into a security-constrained unit commitment

problem with frequency limits applied.

In [164], a low order time-domain frequency response model and the analytical expressions

for the transient frequency security metrics were derived considering only SG units and

enhanced in [165] to include the support from CIG units. The work in [1] uses ex-

ante bound extractions on the variables in the nadir expression using potential dispatch

conditions that are then applied to the optimisation problem replacing the non-linear

nadir expression.
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Differing from the techniques proposed in the above literature, a sequential linearisa-

tion using an iterative technique was proposed in Chapter 6 using the frequency model

in [165]. The first stage of the problem ensures optimality of the planning solution while

the second stage is a feasibility checking problem against the transient security prob-

lem. In the third stage, new tighter bounds are formulated for the first stage problem

if violations exist. This approach does not require any approximation of the transient

frequency constraints when applied to the optimisation problem. However, it provided a

rather conservative solution. In addition, similar to the previous literature, the effect of

the composite generator parameters on the planning solution and security limits is not

adequately studied.

In this chapter, an iterative two-level solution based on dual-cutting planes is proposed

to solve the model presented in Chapter 6. The dual-cutting planes ensure that the

effect of parameter changes in the second-level feasibility-checking problem is captured

by the first-level planning solution. The approach, therefore, allows for the decoupling of

frequency services where emphasis can be applied on single or multiple services provision.

This ensures the optimal sizing and provision of frequency services by a network.

Contributions

The contribution of this chapter is therefore twofold.

First, two, three-stage decomposition strategies that tractably incorporate the non-linear

transient frequency security constraints in an investment and operational planning prob-

lem for MGs are proposed. The decomposition approach proposed utilises dual cutting

planes to ensure bi-directional information exchange between the stages of the planning

problem. In addition, a Taylor series expansion is utilised to convexify the non-linear

constraints resulting in a tractable solution approach.

Second, the functionality of the proposed decomposition-based algorithms is compared

against the bounds-tightening approach presented in Chapter 6 under different opera-

tional scenarios characterised by representative days generated by the k-means clustering

method. Metrics utilised include the transient performance, planning costs and compu-

tational efficiency of the three models. The performance is verified on the 18-bus CIGRE

European LV network and a 30-bus medium voltage distribution network.

The remainder of the chapter is organised as follows: Section 7.2 reviews different de-

composition techniques used in dealing with mixed-integer nonlinear problems. Section

7.3 presents a recollection of the frequency response algorithm and formulation of the
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planning problem while Section 7.4 describes the proposed decomposition strategy for

the inertia-aware planning model. The case study results are presented in Section 7.5

and finally conclusions are drawn in Section 7.6.

7.2 Dealing with Mixed Integer Nonlinear

Programming Problems Using Decomposition

Techniques

A general formulation of a Mixed Integer Nonlinear Programming (MINLP) problem can

be described as:

ϕ = min f(x, y) (7.1a)

s.t. gj(x, y) ≤ 0, ∀j = 1, . . . ,m (7.1b)

x ∈ R, y ∈ Z, (7.1c)

where x and y denote continuous and integer variable respectively while m represent the

number of constraints. ϕ is the optimal solution to the problem while the variables take

on values (x∗, y∗) at optimality.

Decomposition methods exploit the problem structure by decomposing the large prob-

lem into smaller problems that can be solved in parallel or sequentially. The opera-

tions common to the different methods for solving MINLPs using such techniques in-

volve two main iterative steps i.e., first, the relaxation of the problem and second con-

straint enforcement and search of the solution space [178]. For an optimisation prob-

lem {min f(x, y) : (x, y) ∈ Ψ}, the problem {min fR(x, y) : (x, y) ∈ ΨR} is a relaxation if

Ψ ⊆ ΨR and f(x, y) ≤ fR(x, y). Relaxation provides a lower bound ϕL for the solution

of (7.1a). A relaxation can be performed in various ways including relaxing the integer

variables to a continuous form with upper and lower limits or relaxing them using convex

constraints defined by a set of supporting hyperplanes [178], e.t.c.

Constraint enforcement includes all search procedures aimed at excluding solutions in-

feasible to the original (un-relaxed) problem through ‘branching’ or tightening of the

relaxation. The goal is that the algorithm can eventually converge to a solution that

satisfies all constraints to the problem. Branching is a process where the relaxation is

divided into two or more separate problems, while tightening involves the addition of

further inequalities to the problem by adding new constraints that satisfy all feasible

solutions but exclude a given infeasible solution. This second step usually provides an
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upper bound ϕU to the original problem. An optimal solution (convergence) is obtained

on termination of the iteration when the lower bound from the relaxation is equal or

larger than the upper bound or as close as possible.

Before providing a brief description of the main algorithms adopted in research, a few

key concepts are described:

Cutting plane methods

The goal with cutting plane methods is to find if a certain point in the relaxation space ΨR

belongs to the feasible set of the un-relaxed problem Ψ. If the solution to the relaxation

(denoted here as (x∗R, y
∗
R)) lies in the feasible space this is the optimal solution (x∗R = x∗,

y∗R = y∗). Otherwise, a valid inequality is generated in form of a separating hyperplane

which separates the region where all feasible solutions lie excluding (x∗R, y
∗
R). If the valid

inequality successfully excludes the infeasible solution, it is referred to as a cut. The

separating hyperplane can then be added as an inequality to the relaxation to further

narrow down (tighten) the search space. Figure 7.1 illustrates the concept of cutting

planes.
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Figure 7.1: Illustration of the cutting planes and branching concepts.
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Branching

Branching partitions the problem into sub problems based on the value (or range of

values) of the integer variables in the feasible region. Based on an infeasible solution

obtained from the relaxation, branching can create, for example, two sub-problems based

on constraints of the form: ( y ≤ ⌈yR⌉) and ( y ≤ ⌊yR⌋), as illustrated in Fig. 7.1. These

sub-problems represent the branching decisions and the solutions to the MINLP can lie

in either of the sub-problems. The sub-problems are each recursively solved by the same

procedure. The result is a search-tree of sub-problems (nodes) and constraints (edges)

which can be utilised to manage all sub-problems that need to be solved.

7.2.1 Primal decomposition/Cuts

A non-separable problem of the form given in (7.2), with the variable y in this case being

a coupling (complicating) variable can be complex to solve. Variable y is considered

a complicating variable or coupling variable given that when it is fixed the problem is

separable in x1 and x2. This can be seen as a case of a MINLPs where the integer

constraints can complicate the solution to a given problem.

min
x1,x2,y

f(x1, y) + f(x2, y) (7.2)

In primal decomposition, to make the problem separable, the value of y is fixed to yk

for a given scenario k creating two sub-problems i.e.

sub-problem 1: Φ1(y) = min
x1

f1(x1, y
k) (7.3a)

sub-problem 2: Φ2(y) = min
x2

f1(x2, y
k) (7.3b)

The original problem in (7.2) is then transformed into the master problem denoted as:

min
y

Φ1(y) + Φ2(y) (7.4)

At each iteration, the two sub-problems are solved in parallel to obtain optimal values

of x1 and x2 which are then used to update the value of y in the master problem until

convergence is achieved.
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7.2.2 Dual Decomposition/Cuts

Dual cuts deal with the coupling integer variable in (7.2) by introducing new variables

y1 and y2, as well as a new constraint y1 = y2. A dual problem of the original problem

is formulated using the Lagrangian as:

L(x1, x2, y1, y2) = f1(x1, y1) + f2(x2, y2) + λ(y1 − y2) (7.5)

where λ is the Lagrangian multiplier also known as the the dual variable associated with

the new constraint {y1 = y2}.

Equation (7.5) is separable and can be decomposed into sub-problems of the form:

sub-problem 1: Φ1(λ) = min
x1,y1

f1(x1, y1) + λT y1 (7.6a)

sub-problem 2: Φ2(λ) = min
x2,y2

f1(x2, y2) + λT y2 (7.6b)

The master problem in this case is the dual problem of the form:

min
λ

Φ1(λ) + Φ2(λ) (7.7)

The dual sub-problems (7.6) can be solved in parallel or sequentially to update the dual

variable λ which is used by the master problem to obtain an upper bound solution to a

given problem. Optimality is attained when convergence between the master and sub-

problems is achieved.

7.2.3 Decomposition Techniques

The most widely adopted decomposition algorithms for solving MINLP with a separable

structure problems include Branch-and-bound (BB), Outer Approximation (OA) and

Bender’s Decomposition (BD) [174,179].

BB [180] adopts the branching concept as a first step to partition the feasible region

into sub-regions or sub-problems and thus obtain lower bounds to the optimal solution.

These are then removed from further consideration i.e. pruned if: (i) the sub-problem is

infeasible; (ii) the lower bound obtained is higher than the current upper bound obtained

so far and (iii) the solution to the sub-problem is feasible i.e. the integer variables take

on discrete values in which case these provide the upper bound to the original problem.

The algorithm is terminated when no nodes are left to explore and the solution returned

is proven to be optimal. The BB algorithm is usually only applied in cases where the
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sub-problems are few or relatively inexpensive to solve [71,181].

The OA algorithm proposed in [182, 183] uses primal information to linearise the objec-

tive and constraints around a given point. Based on the linearisations, the problem is

decomposed into Non-Linear Programming (NLP) sub-problems with continuous vari-

ables and a Mixed Integer Linear Programming (MILP) master problem containing the

integer variables.

BD [91,184] utilises a similar procedure to OA but with the difference stemming from the

nature in which the master MILP problem is defined. Unlike OA that is based on primal

cuts of the MINLP, BD eliminates the continuous variables by projecting the MINLP in

a reduced space consisting of only the complicating variables using dual cuts.

Fixing the complicating variable y = yk, the NLP problem is formulated as:

f(xk, yk) = min
x,y

f(x, y) (7.8a)

s.t. gj(x, y) ≤ 0, ∀j = 1, . . . ,m (7.8b)

y = yk, (dual λk) (7.8c)

x ∈ X, y ∈ Y (7.8d)

The solution of the problem above provides values for the non-complicating variable, x,

and the dual variable λk associated with the constraint (7.8c) that fixes the complicating

variables to a given value.

The Benders master problem, solved at iteration k, is defined as:

min
y,α

α (7.9a)

s.t. α ≥ f(xk, yk) + λk(y − yk), ∀k = 1, . . . , K (7.9b)

y ∈ Y (7.9c)

While BD on average requires more iterations than the OA method, the former has a

smaller master problem that considers only the integer variables and the single constraint

(7.9b) used to combine the effect of constraints in the sub-problems hence it is more

tractable [185].

The structure of an inertia-aware planning problem is comparable to a separable MINLP

problem. If the investment decision and/or operational dispatch decisions are fixed, the

transient security relations can be evaluated to ensure feasibility of the solution. The
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upper bounds are provided by the transient security problems while the lower bounds

are obtained during the dispatch problem. Convergence, and therefore optimality, is

achieved when the upper and lower bounds are equal or within a defined tolerance. In

the subsequent sections, the formulation of the decomposition based problem is presented

in more detail.

7.3 Preliminaries

7.3.1 Frequency Response Model

Recalling from Section 6.3, the frequency metrics namely frequency nadir ∆fmax, RoCoF

ḟmax and quasi steady-state deviation ∆fss can be obtained analytically as follows:

ḟmax = ḟ(t+0 ) = −∆P

M
, (7.10a)

∆fmax = − ∆P

D +Rs

(
1 +

√
T (Rs − Fs)

M
e−ζωntm

)
, (7.10b)

∆fss = − ∆P

D +Rs
, (7.10c)

where ωn =

√
D+Rs
MT and ζ =

M+T (D+Fs)

2
√
MT (D+Rs)

. Time tm denoting the time instance of

frequency nadir is defined as:

tm = (1/ωd) tan
−1 (ωd/

(
ωnζ − T−1

)
) (7.11)

where variable ωd defined as ωd = ωn
√

1− ζ2. Further parameters in (7.10) are calcu-

lated as:

Ms =
∑

i∈S
Mi

Pi
P base
s

, Ds =
∑

i∈S
Di

Pi
P base
s

, (7.12a)

Rs =
∑

i∈S

Ki

Ri

Pi
P base
s

, Fs =
∑

i∈S

KiFi
Ri

Pi
P base
s

, (7.12b)

Mc =
∑

v∈Cv
Mv

Pcv
P base
c

, Dc =
∑

v∈Cv
Dv

Pcv
P base
c

, (7.12c)

Rc =
∑

d∈Cd
Rd

Pcd
P base
c

, (7.12d)

M =
MsP

base
s +McP

base
c

P base
g + P base

bc

, (7.12e)
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D =
DsP

base
s +DcP

base
c +RcP

base
c

P base
s + P base

c

. (7.12f)

where Ms, Ds, Fs and Rs are associated with the weighted averages of the inertia con-

stants for the CoI, damping constants, fractions of the total power generated by the

turbines and droop, respectively, for all SGs. While parameters Mc, Dc and Rc represent

the weighted average of inertia of all CIGs, the weighted average of all virtual damping

constant of Virtual Synchronous Machine (VSM) based CIGs and weighted average droop

of all CIGs respectively. M and D denote the normalised inertia constant and damping,

respectively, of all SGs and CIGs.

Parameters Pi and Pc are associated with the active power capacity of the SG and CIG,

respectively, while P base
s and P base

s denote respective base power of all connected SGs

and CIGs described by: P base
s =

∑
i∈S Pi and P

base
c =

∑
c∈C Pc.

It is clearly seen that the aggregate system control parameters M , D, Rg and Fg have a

direct impact on frequency performance. In particular, RoCoF and steady-state deviation

are explicitly affected by M and (D,Rg), respectively, while frequency nadir has a highly

non-linear dependency on all four system parameters.

7.3.2 Compact Formulation

The inertia-aware expansion planning problem for a MG can be compactly represented

as:

min
χ∈ΩMG

Θinv(χinv) + Θgm,opr(χinv, χgm,opr) + γ (7.13a)

s.t. γ ≥ Θim,opr
to (χinv, χgm,opr, χim,opr), ∀t ∈ T , o ∈ O, (7.13b)

Φ(χinv, χgm,opr) = 0, (7.13c)

Λ(χinv, χgm,opr) ≤ 0, (7.13d)

ḟmax
to ≤ ḟ

max
, ∀t ∈ T , o ∈ O, (7.13e)

∆fmax
to ≤ ∆f

max
, ∀t ∈ T , o ∈ O, (7.13f)

∆f ss ≤ ∆f ssto ≤ ∆f
ss
, ∀t ∈ T , o ∈ O (7.13g)

where set ΩMG includes all decision variables χ relating to the investment χinv, grid-

connected operation χgm,opr and islanded operation χim,opr of the MG i.e., ΩMG = {χ =

[χinv, χgm,opr, χim,opr] |χinv ∈ Ωinv ; χgm,opr ∈ Ωgm,opr ; χim,opr ∈ Ωim,opr}.

The objective function (7.13a) minimises the total investment costs (Θinv), the “ex-
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pected” total operation costs in grid-connected mode for all hours of all representative

days (Θgm,opr), and the “worst-case” total penalty costs of disconnecting loads from MG

in islanded mode for each hours in all representative days (Θim,opr). The auxiliary vari-

able γ is used to minimise the costs at each hour rather than the aggregated costs for

all hours and all representative days. Constraints (7.13c) and (7.13d) relate to the static

investment and operational constraints in grid-connected and islanded modes described

in Section 6.5.1. The transient frequency security constraints are applied using con-

straints (7.13e)-(7.13g). In this study, the transient response in (7.10) depends on the

amount of power exchange with the main grid at the time of islanding of the MG i.e.,

∆P = pgridto = {pbto, psto}.

The formulation in (7.13) is an inertia-aware planning problem subjected to the tran-

sient frequency security constraints (7.13e), (7.13f) and (7.13g) under various operational

scenarios. This ensures that both the operational feasibility and adequacy of operating

reserves for frequency support are satisfied by the planning solution obtained.

The planning problem (7.13) is an MINLP including the integer variables of the invest-

ment status of the candidate generators and the non-linear, non-convex transient security

constraints. It should be emphasised that the support provided by a generator g given its

availability or investment status zg is based on its control parameters i.e., M(zg), D(zg),

Fg(zg) and Rg(zg). This problem is NP-hard and can be intractable.

To tackle the issue of intractability, first the problem is decomposed into a master problem

and sub-problems where the sub-problems include relaxations of the integer variables.

Secondly, the non-linear transient constraints here mainly relating to the nadir constraint

(7.13f) are convexified. The final multi-stage model is tractable and includes MILP master

problems and LP sub-problems as described in the following section.

7.4 A Decomposition Strategy for Inertia-Aware

MG Planning based on Dual Cutting Planes

In this section, two algorithms outlining a computationally efficient approach to solve

the problem using dual-cutting planes are proposed. The solution approach utilises the

Bender’s decomposition algorithm to decompose and solve the MINLP problem based

on a four-step iterative procedure. Unlike the approach presented in Section 6.5, where

the effect of the Stage 1 solutions to the Stage 2 outcome is not captured, the dual cut-

ting planes applied in this chapter capture the sensitivity of the relaxed master-problem
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variables to the solution of the sub-problem. The sensitivities are then used in the com-

putation of the master problem at the next iteration therefore capturing the impact of

master problem solutions to the sub-problem outcome.

7.4.1 Algorithm 1

In Algorithm 1 (A1), the complicating variables are associated with power exchange with

the grid pgrid,κ and the total of the inertia constants for the CoI, damping constants,

fractions of the total power generated by the turbines and droop of the connected DERs.

These are denoted as M̆s, D̆s, F̆s and R̆s associated with the total of the inertia constants

for the CoI, damping constants, fractions of the total power generated by the turbines and

droop, respectively, for all SGs. The accent •̆ is used to differentiate a non-normalised

parameter from its normalised counterpart. In addition, M̆c, D̆c and R̆c are the total

available inertia of all CIGs, virtual damping constant of VSM-based CIGs and droop of

all CIGs, respectively. While M̆ and D̆ denote the total inertia constant and damping,

respectively, of all SGs and CIGs. The tasks involved at each iteration are detailed as

follows:

Step 1: Initial Formulation of the Master Problem

Initially, at iteration κ = 1, the master problem, which is a relaxation of (7.13), is solved

to obtain feasible values of the complicating variables. It is formulated as follows:

min
χ∈ΩMG

Θinv(χinv) + Θgm,opr(χinv, χgm,opr) + γ (7.14a)

s.t. γ ≥ Θim,opr
to (χinv, χgm,opr, χim,opr), ∀t ∈ T , o ∈ O, (7.14b)

Φ(χinv, χgm,opr) = 0, (7.14c)

Λ(χinv, χgm,opr) ≤ 0, (7.14d)

M̆s =
∑

i∈S
MiPi · zi, D̆s =

∑

i∈S
DiPi · zi, (7.14e)

R̆s =
∑

i∈S

Ki

Ri
Pi · zi, F̆s =

∑

i∈S

KiFi
Ri

Pi · zi, (7.14f)

M̆c =
∑

v∈Cv
MvPcv · zv, D̆c =

∑

v∈Cv
DvPcv · zv, (7.14g)

R̆c =
∑

d∈Cd
RdPcd · zd, (7.14h)

M̆ = M̆s + M̆c, (7.14i)

D̆ = D̆s + D̆c + R̆c, (7.14j)
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P base = P base
s + P base

c =
∑

i∈S
Pi +

∑

c∈C
Pc. (7.14k)

The master problem (7.14) for A1 is an MILP problem.

Step 2: Linearisation at each operating point

For strong duality to hold the sub-problems in Bender’s decomposition should be convex

in nature [186, 187]. The nadir constraint (7.13f) defined in (7.10b) is highly non-linear,

before its application to the sub-problem, it is linearised around the operating point at

each hour of every representative day. Taylor’s expansion is utilised to linearise this

constraint at each iteration based on the investment status of the different DERs. The

nadir expression is therefore reformulated as:

∆fmax
κ = pgridκ · 1

D +Rs

(
1 +

√
T (Rs − Fs)

M
e−ζωntm

)

︸ ︷︷ ︸
h(D,Rs,Fs,M)

(7.15a)

≈ pgridκ ·
(
hκ +

∂hκ
∂D

(
D −Dκ

)
+
∂hκ
∂Rs

(
Rs −Rs,κ

)
+
∂hκ
∂Fs

(
Fs − Fs,κ

)

+
∂hκ
∂M

(
M −Mκ

)) (7.15b)

The Taylor expansion introduces an approximation error that lowers the accuracy of the

expression. The proximity between the true and approximate expressions is computed

using the absolute error i.e., ϵ(∆fmax
κ ) =

∣∣(∆fmax
κ

)
exact

−
(
∆fmax

κ

)
approx

∣∣, and the

relative error i.e.,
ϵ(∆fmax

κ )(
∆fmax

κ

)
exact

. Application of these metrics to the above approximation

for 1000 scenarios indicated an average absolute error of 4.7878 × 10−4 and a relative

error of 0.2734%. Higher order approximations can be adopted for higher accuracy,

however, this can result in the non-convexity of the optimisation problem and further

complexity. Moreover, dynamic simulation indicated in the preceding sections further

provide guarantees on the efficacy of the first order approximation.

Step 3: Formulation of the sub-problem

To check the whether the transient security constraints (7.13e)-(7.13g) are satisfied based

on the solution of the master problem (zκc,s ∈ {S, C},pgridκ ) at iteration κ, feasibility

sub-problems are formulated for each hour of every representative day. A slack vector
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∆pgrid,κ is introduced and the sub-problems formulated as follows:

min
∆pgrid

κ

|∆pgridκ | (7.16a)

s.t.

ḟ
max ≤

(
pgrid +∆pgridκ

)

M̆/P base
κ

≤ ḟ
max

, (7.16b)

∆f ss ≤
(
pgrid +∆pgrid

)

D̆/P base
κ + R̆s/P base

κ,s

≤ ∆f
ss

(7.16c)

∆fmax ≤
(
pgrid +∆pgridκ

)
·


hκ + ∂hκ

∂D

(
D − D̆κ

)

P base
κ

+
∂hκ
∂Rs

(
Rs − R̆s,κ

)

P base
κ,s

+
∂hκ

∂Fs

(
Fs − F̆s,κ

)

P base
κ,s

+
∂hκ

∂M

(
M − M̆κ

)

P base
κ


 ≤ ∆f

max
,

(7.16d)

pgrid = pgridκ (dual λκ) (7.16e)

M = M̆κ (dual ακ) (7.16f)

D = D̆κ (dual πκ) (7.16g)

Rs = R̆s,κ (dual µκ) (7.16h)

Fs = F̆s,κ (dual σκ) (7.16i)

where λκ, ακ, πκ, µκ and σκ are dual variables associated to the constraints that fix

the grid power exchange, aggregated inertia, damping, droop and turbine power fraction,

respectively, in the sub-problems. These provide the sensitivity of the respective values of

complicating variables to the solution obtained from the sub-problem. The sub-problem

(7.16) is a Linear Programming (LP) problem.

If the solution to (7.16) is such that the slack variable are equal to zero i.e., ∆pgridκ = 0,

this implies feasibility of the master problem. In this case the algorithm is terminated

and the optimal solution is defined by the solution of the master problem.

If, on the other hand, the solution to (7.16) is such that the slack variables are greater

than zero i.e., |∆pgridκ | > 0, this implies the infeasibility of the sub-problem given the
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values of the complicating variables. Physically, this is associated with violations of

transient security constraints. In order to eliminate these violations, feasibility cuts are

added to the master problem. This ensures that the infeasible solution is removed from

the solution space using the dual cutting planes.

Step 4: Formulation of Resilience Feasibility Cut

The master problem in (7.14) is updated with the dual cutting planes applied for every

hour of each representative day defined as follows:

∆pgridν + λν(p
grid
κ+1 − pgridν ) +αν(Mκ+1 −Mν) + πν(Dκ+1 −Dν)

+ µν(Rs,κ+1 −Rs,ν) + σ
ν(Fs,κ+1 − Fs,ν) ≤ 0, ∀ν = 1, . . . , κ

(7.17)

Algorithm 1 has dual cutting planes associated with the grid power exchange and the unit

control parameters i.e. inertia and damping constant. This implies that the sufficiency of

frequency support is examined based on the power exchange with the grid at each hour

pgrid, in addition to the aggregated levels of inertia M , damping D and droop support

Rs of committed generators and to the turbine power fraction Fs of SG units.

7.4.2 Algorithm 2

Differing from A1, the complicating variables in Algorithm 2 (A2) are defined by the

investment status of the different DERs and power exchange with the grid i.e., zκc,s ∈
{S, C} and pgrid,κ, respectively. The steps taken to find an optimal solution based on A2

are defined as follows:

Step 1: Formulation of the Master Problem

At iteration κ = 1, feasible values of the complicating variables are obtained from the

MILP master problem, a relaxation of (7.13), formulated as follows:

min
χ∈ΩMG

Θinv(χinv) + Θgm,opr(χinv, χgm,opr) + γ (7.18a)

s.t. γ ≥ Θim,opr
to (χinv, χgm,opr, χim,opr), ∀t ∈ T , o ∈ O, (7.18b)

Φ(χinv, χgm,opr) = 0, (7.18c)

Λ(χinv, χgm,opr) ≤ 0, (7.18d)

P base = P base
s + P base

c =
∑

i∈S
Pi +

∑

c∈C
Pc. (7.18e)
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Step 2: Linearisation

The linearisation step is as undertaken in a similar manner to A1 and the result applied

to the sub-problem.

Step 3: Formulation of the sub-problem

The feasibility of the master problem defined in (7.18) is evaluated using the sub-problems

described as follows:

min
∆pgrid

κ

|∆pgridκ | (7.19a)

s.t.

ḟ
max ≤

(
pgrid +∆pgridκ

)

M
≤ ḟ

max
, (7.19b)

∆f ss ≤
(
pgrid +∆pgridκ

)

D +Rs
≤ ∆f

ss
(7.19c)

∆fmax ≤
(
pgrid +∆pgridκ

)
·
(
hκ +

∂hκ
∂D

(
D −Dκ

)
+
∂hκ
∂Rs

(
Rs −Rs,κ

)

+
∂hκ
∂Fs

(
Fs − Fs,κ

)
+
∂hκ
∂M

(
M −Mκ

))
≤ ∆f

max
,

(7.19d)

Ms =
∑

i∈S
Mi

Pi
P base
s,κ

· zi, Ds =
∑

i∈S
Di

Pi
P base
s,κ

· zi, (7.19e)

Rs =
∑

i∈S

Ki

Ri

Pi
P base
s,κ

· zi, Fs =
∑

i∈S

KiFi
Ri

Pi
P base
s,κ

· zi, (7.19f)

Mc =
∑

v∈Cv
Mv

Pcv
P base
c,κ

· zc, Dc =
∑

v∈Cv
Dv

Pcv
P base
c,κ

· zc, (7.19g)

Rc =
∑

d∈Cd
Rd

Pcd
P base
c,κ

· zc, (7.19h)

M =
MsP

base
s,κ +McP

base
c,κ

P base
g,κ + P base

c,κ

, (7.19i)

D =
DsP

base
s,κ +DcP

base
c,κ +RcP

base
c,κ

P base
s,κ + P base

c,κ

(7.19j)

pgrid = pgridκ (dual λκ) (7.19k)

zs = zs,κ (dual αs,κ) (7.19l)

zc = zc,κ (dual πc,κ) (7.19m)

where λκ, αs,κ, and πc,κ, are dual variables associated to the constraints that fix the grid

power exchange, SG and CIG investment status, respectively, in the sub-problems.
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Step 4: Formulation of Resilience Feasibility Cut

The master problem in (7.18) is updated with the dual cutting planes in case of infeasibil-

ity of any of the sub-problems (7.19) i.e., |∆pgrid,κ| > 0. The cutting planes are defined

as follows:

∆pgridν + λν(p
grid
κ+1 − pgridν ) +

∑

s∈S
αν,s(zs,κ+1 − zs,ν)

+
∑

c∈C
πν,c(zc,κ+1 − zc,ν) ≤ 0, ∀ν = 1, . . . , κ

(7.20)

The dual cutting planes in A2 are associated with the grid power exchange and the integer

variables relating to the investment status of the different units. The feasibility and thus

sufficiency of the frequency support will thus depend on the grid power pgrid at each hour

and the level of support offered by the different invested DERs.

In both Algorithm 1 and 2, the master problem is an MILP while the sub-problems

are LP. These are tractable reformulations of the MINLP problem in (7.13) and can be

easily solved with available off-the-shelf optimisation solvers. Figure 7.2 summarises the

proposed algorithms.

Algorithm 1

Algorithm 2

Initialize: κ = 1

Investment + operational
planning

(master problem)
(7.16)/(7.20)

Transient feasibility
(sub-problems)
((7.18)/(7.21))

Linearisation at the
operating point

(7.17)

∆pgridκ > 0

Stop

Formulation of
feasibility cuts
(7.19)/(7.22)

κ = κ+ 1 hκ,
∂hκ

∂D ,
∂hκ

∂Rs
,

∂hκ

∂Fs
, ∂hκ

∂M∆pgridκ∆pgridκ

∆pgridκ ,λκ,
αs,κ,
πc,κ

∆pgridκ ,λκ,
ακ, πκ,
µκ, σκ

pgridκ ,M̆κ, D̆κ, R̆s,κ, F̆s,κ pgridκ ,zs,κ, zc,κ

No

Yes

Figure 7.2: Proposed decomposition algorithm for inertia-aware MG planning (where

variables are differentiated with A1(blue), A2(purple), and both A1 and A2(black))
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7.5 Case Study Results

The algorithms are applied to the European CIGRE low-voltage study network [140] pre-

sented in Section 6.6. Recalling from Section 6.6, the 18-bus network has one SG unit

already present and the investment candidates comprise of one SG (SG2) and three PV

CIGs i.e., PV1 and PV2 interfaced via grid-supporting converters, and PV3 operating

in grid-feeding mode with fixed power output. Candidates PV1 and PV2 provide VSM

control and droop control, respectively. The generator parameters are as described in

Table 6.1 of Section 6.6. The transient security constraints are enforced through thresh-

olds imposed on RoCoF (ḟlim = 2Hz/s), frequency nadir (∆flim = 0.6Hz), and quasi-

steady-state frequency deviation (∆fss,lim = 0.2Hz). The implementation was done in

MATLAB, with the optimisation model formulated in YALMIP [172] and solved by

Gurobi [86].

In the following, the performance of the decomposition-based A1 and A2 is compared

with the grid-bounds tightening algorithm presented in Chapter 6, Section 6.4.2 herein

referred to as Algorithm 0 (A0). Additionally, the Base case is used to denote the model

with investment and operational planning under grid connected and islanding operational

scenarios but with no transient frequency security constraints.

7.5.1 Planning Costs

The costs and planning decisions considering four representative days are compared with

each of the three algorithms A1, A2 and A3 as indicated in Table 7.1. With all techniques,

there exists an increment in total costs as compared to the Base case. For A0, a 10%

increment in total costs is obtained as compared to an 8.8% increment with A1 and A2.

The total investment costs are lowest with A0 as compared to A1 and A2. On the other

hand, the solution for A0 results in the highest operational costs.

When transient security constraints are applied to the problem, it is essential that the

algorithm minimises costs while ensuring that the level of frequency support in the net-

work is adequate to eliminate existing violations. A0 selects an additional droop-based

CIG while a VSM-based CIG is adopted in the case of A1 and A2. Recall that the tran-

sient security constraints depend on the aggregated levels of parameters M, D, Rs and

Fs provided by the installed units (see (7.12e) and (7.12f)). While the total power capac-

ity installed is similar for algorithms A0, A1 and A2, the support offered by the specific

CIG units varies. A0 selects the lower-cost, grid-supporting converter PV2 which only

contributes to only the aggregated damping levels D while A1 and A2 both select PV1
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contributing to the both aggregated damping and inertia levels (see (7.12e) and (7.12f)).

Droop-based CIGs contribute to frequency support only in the PFC region and not the IR

region (see fig. 2.1 in Section 2.3.2). Therefore A0 resorts to more expensive operational

measures such as increment of power generation from the operationally costly SG unit

and use of flexible loads to reduce the power exchanged with the grid as indicated by the

higher operation costs and demand shift penalty in Table 7.1.

As more frequency support is available from the units selected by A1 and A2, the pre-

ventive operational actions undertaken to reduce the frequency security violations are

minimised. The solution with A0 considered the least cost investment unit while A1 and

A2 installed the unit with the most frequency support. Unlike A0, the decomposition

approach used in A1 and A2 provides sensitivity information from the second-stage prob-

lems to the first-stage problem resulting in a solution that is not only optimal in cost but

as well ensures optimal frequency support available in the network. Additionally, as the

total installed capacity of generation is available in both cases, the adequacy levels in the

islanded operation are similar thus resulting in the same demand disconnection penalties.

7.5.2 Dynamic Performance

Based on the units installed by each algorithm, the total aggregated level of M and D

are 7.84 s and 18 p.u for A0 as compared to 17.64 s and 1.13 p.u for A1 and A2. Figure

Table 7.1: Comparison of optimal costs and decisions, inertia support and computational

performance for each algorithm for four representative days.

Base Algorithm 0 Algorithm 1 Algorithm 2

Costs and decisions

Total cost ($) 223390 244780 242740 242740

Investment cost ($) 61000 126000 131000 131000

Investment decisions PV3 PV2, PV3 PV1, PV3 PV1, PV3

Operational cost ($) 162390 118780 111740 111740

Demand shift penalty 3675 8468 7787 7787

Demand disconnection penalty 14536 5337 5337 5337

Computational performance

Number of iterations - 6 4 4

Computation time (s) 612 4540 3438 3386

Inertia support

M (s) 7.84 7.84 17.64 17.64

D (p.u) 0.50 18.00 1.13 1.13
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7.3 presents a box plot that indicates the variations in the measured values for each of

the frequency security metrics for the 96 hours in four representative days. The security

threshold in each case is indicated by the dotted red line.

In the case of the RoCoF values indicated in Fig. 7.3a, an average of 1.59 Hz/s is obtained

for A0 as compared to 0.79 Hz/s for A1 and A2. RoCoF is mainly dependant on the

total inertia level (M) present in the network (see (7.10a)). The solution provided by A0

provides inertia levels of 7.84 s, provided mainly by the pre-installed SG. The result with

A1 and A2 includes the additional installation of VSM-based unit PV1 resulting in an

inertia level of 17.64 s and therefore better performance level as compared to A0.

On the other hand, the quasi steady-state frequency is dependant on aggregated D and

Rs parameters as indicated in (7.10c). Averages of 49.89 Hz and 49.87 Hz are obtained

for A0 and A1/A2 respectively as indicated in Fig. 7.3c. The aggregated damping levels

are higher with the units installed by the solution to A0 hence it provides a better

performance in this case. Finally, the frequency nadir has a nonlinear dependency on

control parameters M, D, Rs and Ms (see (7.10b)). A0 indicates a better performance

as compared to A1 and A2 (see Fig. 7.3b) with average values at 49.7 Hz as compared to

a 49.5 Hz average in the Base case.
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Figure 7.3: Metric variation in each algorithm with respect to the (a) RoCoF, (b) nadir

and (c) quasi steady-state frequency considering all hours in four representative days.
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The impact of the inclusion of transient constraints on the active power exchange with

the grid is shown in Fig. 7.4. All the algorithms provide a solution that is robust to

the loss of power exchange with the main grid at every operation scenario. For the MG,

this is usually the largest power injection resulting in large frequency excursions. A0

explicitly restricts the bounds on the grid power exchange at each hour while A1 and

A2 vary the dispatch based on the sensitivities to both the power loss and available

inertia. The result of A0 is shown to be more conservative as compared to A1 and A2.

This is especially due to the lack of the bidirectional information exchange between the

problems at each stage. A0 only restricts power exchange based on feasibility of the sub-

problems problem without knowledge of the effect of the other parameters that define the

frequency problem. It is noteworthy to mention that during instances of power import

disconnection from the grid can result potential under-frequency, while for power export,

over-frequencies can be recorded where sufficient support is unavailable.

The analytical performance, shown in Fig. 7.3, is further validated using a time-domain

simulation to ensure practicability. Figure 7.5 indicates the frequency trajectories for

the operational scenario at hour 68 given the optimal solution provided by A0 and A1.

Note from Fig. 7.4 that this hour presents the highest power exchange from the grid and

thus the worst-case mismatch in power if the MG is disconnected from the main grid. In

the time-domain simulation, the grid disconnection occurs at time = 1 s and the dotted

red lines have been used to indicate the maximum security bounds. The superiority of

A1 over A0 is further validated in Fig. 7.5 which compares the frequency trajectories

of each technique. While in this scenario, all metrics of A1 show a better performance

than A0, this may however not always be the case as indicated Fig. 7.3. The frequency

evolution is dependent on both the level of power mismatch at the instant of disconnection

dictated by the hourly power exchange and the control support available. Note further

that approximation errors existing from the analytical approximation are mitigated in

the time-domain simulation which provides the true nature of system performance.

7.5.3 Computational Performance

The computation time for each of the methods is indicated in Table 7.1. The solution with

A0 is obtained after six iterations between the main and sub-problems as compared to

only four iterations required for A1 and A2. With A1 and A2, the dual cutting planes from

all complicating variables ensure faster elimination of the infeasible regions as opposed

to only the grid bounds with A0. Therefore, the convergence of A1 and A2 is shown to

be much faster as compared with A0. Furthermore, a 25% decrease in computing time is
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Figure 7.4: Impact of the transient frequency constraints on active power exchange with

the grid for the different algorithms (-/+ indicate power export/import).
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Figure 7.5: Evolution of the CoI frequency for the different algorithms for 15 seconds

after the grid disconnection at hour 68.

recorded with the application of A1 and A2. While A1 and A2 provided similar optimal

solutions in this case study, A2 is shown to obtain the solution faster as compared to A1

and is therefore more computationally efficient.

7.5.4 Sensitivity to Variation in Security Thresholds

Tightening the thresholds i.e. reducing the upper bounds and increasing the lower bounds,

increases the system requirement on power reserves necessary for frequency support from

the system. Three case studies are defined to analyse the effect of threshold variations

i.e.

(i) Case A: denotes to the initially applied thresholds

(ii) Case B: denotes to the tightening of only the RoCoF threshold
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(iii) Case C: denotes to tightening of only the quasi-steady-state frequency

The higher support requirements can be met by, one, further leveraging high-cost pre-

ventive actions. If however the current the system configuration fails to meet the security

requirement, two, new units can be installed to increase support levels. Furthermore,

as shown in (7.10), the different metrics are dependant on either one or a combination

of different control parameters. Hence, commitment of a generator will depend on its

suitability to enhance performance. The effect of threshold variation to the aggregated

damping and inertia magnitudes is presented in Fig. 7.6 while the sensitivity of the plan-

ning solutions to threshold variations is presented in Tables 7.2 and Table 7.3.

In Case B, the RoCoF thresholds are reduced from 2 Hz/s to 0.5 Hz/s. From (7.10),

RoCoF is more dependant on aggregated inertia M . Figure 7.6 indicates an increase in

inertia levels for all the algorithms. A significant increment to 34.66 s with A1/A2 as

compared to 17.64 s in Case A is shown while a lower increment of 22.28 s is obtained

with A0. While all algorithms present the need to install an additional unit as indicated

in Table 7.2, units installed with A0 include a droop-based generator that has a no con-

tribution to aggregated system inertia. As such, algorithm A0 resorts to more expensive

preventative actions to further eliminate violations increasing total costs.

For Case C, the quasi steady-state frequency deviation bound is reduced from 0.2 Hz

to 0.1 Hz. The quasi steady-state frequency is dependant on the magnitude of control
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Figure 7.6: Variation of the normalised aggregated inertia and damping constants for

different threshold levels of the frequency security metrics.
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Table 7.2: Planning costs and decisions with tighter transient security bounds on RoCoF

(Case B: Tightening RoCoF to 0.5 Hz/s).

Algorithm 0 Algorithm 1 Algorithm 2

Costs and decisions

Total cost ($) 302790 295303 295319

Investment cost ($) 166000 170000 170000

Investment decisions
PV2, PV3,

SG2

PV1, PV3,

SG2

PV1, PV3,

SG2

Operational cost ($) 136790 125303 125319

Demand shift penalty ($) 15765 6437 6437

Demand disconnection penalty ($) 0 0 0

Computational performance

No. of iterations 6 4 4

Computation time (s) 3484 2453 2300

Table 7.3: Planning costs and decisions with tighter transient security bounds on quasi

steady-state frequency (Case C: Tightening quasi steady-state frequency deviation limit

to 0.1 Hz).

Algorithm 0 Algorithm 1 Algorithm 2

Costs and decisions

Total cost ($) 296734 296665 296665

Investment cost ($) 166000 166000 166000

Investment decisions
PV2, PV3,

SG2

PV2, PV3,

SG2

PV2, PV3,

SG2

Operational cost ($) 130734 130665 130665

Demand shift penalty ($) 14786 14756 14756

Demand disconnection penalty ($) 0 0 0

Computational performance

No. of iterations 7 3 3

Computation time 3787 1956 1947

parameters for damping and droop (see (7.10)). In Fig. 7.6, damping levels for Case

C with A1/A2 are shown to increase from 1.13 p.u in Case A to 23.54 p.u in Case C.

Note that in this case, the units installed with A1/A2 include a droop-based CIG PV2

instead of VSM-based PV1 (see Table 7.3) as in Case A and B. This is due to the higher

requirement for damping support with Case C as compared to Case A necessitating the
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adoption of units that result in better performance. Total damping levels are shown to

increase from 1.13 p.u in Case A to 23.54 p.u in Case C for A1/A2.

The results presented in Tables 7.2 and 7.3 as well as Fig. 7.6 further indicate the need for

sensitivity information exchange between the two stages of the algorithm i.e. master- and

sub-problems. This simultaneously optimises both frequency support and system costs

as highlighted by the superiority of the solution obtained with A1 and A2 as compared

to A0.

7.5.5 Scalability

The algorithm is tested on the 30-bus, MV distribution network shown in Fig. 7.7. The

network consists of one pre-installed SG unit at node one. A further seven candidate

generators are considered for investment at nodes ={3, 6, 12, 18, 24, 27}, these include:

1×SG, 2×PV1 VSM-based CIGs, 2×PV2 droop-based CIGs and 2×PV3 fixed power

output CIGs. The network topology and line parameters were obtained from [188] and

defined in Appendix A.4.

The results indicated in Table 7.4 are obtained for the optimal solution of the 30-bus net-

work with varying RoCoF threshold. It is observed that while A1 and A2 still indicate the

same investment solutions, the former provides lower total costs in each case. However, in

both cases, A2 is observed to be more computationally efficient as compared to A1. The

choice between A1 and A2 therefore will depend on the choice between computational

efficiency and optimality of the final solution.
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Figure 7.7: Medium voltage 30-bus test network.
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Table 7.4: Planning solutions for the 30-bus network with varying RoCoF thresholds.

(a) Case A: RoCoF limit = 2 Hz/s

Algorithm 0 Algorithm 1 Algorithm 2

Costs and decisions

Total cost ($) 3045089 2881913 2960361

Investment decision 2×PV3, 2×SG 2×PV2, 2×SG 2×PV2, 2×SG

Inertia support

M (s) 15.60 15.60 15.60

D (p.u) 1.17 34.50 34.50

Computational performance

Computation time (s) 7255 4599 4377

(b) Case B: RoCoF limit = 1 Hz/s

Algorithm 0 Algorithm 1 Algorithm 2

Costs and decisions

Total cost ($) 3760089 3131387 3140962

Investment decision
2×PV3, 1×PV3,

2×SG

1×PV1, 1×PV3,

2×SG

1×PV1, 1×PV3,

2×SG

Inertia support

M (s) 15.60 22.60 22.60

D (p.u) 17.84 1.47 1.47

Computational performance

Computation time (s) 6745 5048 4585

7.6 Conclusion

The frequency of HILF events in the power networks requires that systems are designed

to be resilient. Moreover, both static and dynamic security need be considered to ensure

survivability of the network given the occurrence of such events. Embedding the real-

time dynamic security constraints is however not straightforward and attention to ensure

model tractability is key.

In Chapter 6, a bounds-tightening algorithm that sequentially checked the dynamic con-

straints formulated as linear constraints was proposed. This model provided conservative

grid limits and was not optimal with regards to the dynamic support provided. In this
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chapter, two, tractable algorithms that decompose the problem into multiple levels while

ensuring information exchange between levels using dual-cutting planes are proposed.

The approach not only provides a faster rate of convergence, but solutions that are more

sensitive to inertia support provided by each unit. The superiority of the improved algo-

rithms is highlighted under various operational scenarios and security threshold levels.

The techniques presented in Chapters 6 and 7 rely on an approximated analytical rep-

resentation of the frequency metrics in the optimisation problem. This can present in-

accuracies in the analysis of the dynamic security of the network. Moreover, the work

in both chapters ignores voltage security and associated metrics. In the next chapter, a

technique that aims at alleviating the inaccuracy while considering both the frequency

and voltage security of the microgrid is presented.
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Chapter 8

Resilient Microgrid Scheduling with

Steady-State and Transient

Frequency and Voltage Security

The resilient operation of a microgrid (MGs) relies strongly on their ability to operate in

islanded mode, autonomously from the bulk grid, whilst adhering to secure operation re-

quirements. Catastrophic events in the transmission grid can lead to abrupt MG islanding

accommodated by large frequency and voltage excursions due to power imbalances within

the MG. It is vital that MG scheduling algorithms incorporate both static and transient

security metrics to ensure a secure transition during islanding, immunised against the

transient phenomena. Chapters 6 and 7 presented techniques for dealing with inertia-

aware investment and operational planning problems. However, neglecting the effects to

the voltage transient security can result in insecure results where voltage violations exist.

In this chapter, both frequency- and voltage-related security constraints are incoporated

in a MG operational planning problem to ensure robust operation against abrupt is-

landing events. An iterative dynamic optimisation approach, based on the sensitivities of

active and reactive power injections to the system security frequency and voltage metrics,

to incorporate transient and static security constraints in the planning problem is em-

ployed. Due to their non-linear and intractable nature, the transient security constraints

are reformulated as linear sequential resilience cuts resulting in a computationally efficient

problem. The performance of the algorithm is shown on a 30-bus, 20 kV, distribution

network, subject to a 24 hour variation in load and renewable generation. The work in
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this chapter is presented in publication [C3] and [J1].

8.1 Introduction

In the event of HILF events, the capability of MGs to successfully move from grid-

connected to islanded mode and ensure supply continuity is critical in enhancing the

system resilience. The islanding process might fail due to inadequacy in power supply

capacity, loss of synchronisation for grid-connected converters, and the action of generator

protections resulting in unit disconnections. Notably, the large transient excursions in the

MG voltage and frequency during the abrupt transition can affect the MG’s operational

integrity [11, 12]. If not adequately addressed, the transient phenomena can lead to

cascading failures and destabilise the MG.

However, with the increasing integration of Converter-Interfaced Generators (CIGs) it

becomes more demanding to ensure system security. While the fast-acting CIGs have

numerous advantages, the replacement of Synchronous Generators (SGs) results in a rad-

ical transformation of the dynamic response and operational characteristics of the system;

affecting both voltage and frequency security during fault conditions [10]. Therefore, it

is necessary that DERs must provide grid-supporting services, including frequency con-

trol, inertia support, reactive power support, and voltage control, to ensure operational

stability and security during emergency conditions.

Related Works

Traditionally, operational planning problems for MGs in grid-connected and islanded

modes have focused on the network behaviour in pre- and post-contingency steady states [63,

189, 190]. This approach ensures self-sufficiency and steady-state stability but neglects

the transient security during system transition. The works in [191, 192] have analysed

the frequency and voltage security in steady-state but neglect the transient response.

More recently studies have introduced “transient-aware” planning approaches aiming to

provide preventive-control solutions and mitigate the effects of large transient excursions

during HILF events. The approaches taken in the literature take two forms:

1. Solving a single optimisation problem with the inclusion of dynamic metrics based

on analytical formulations or derived security indices [153–155,193]; and,

2. Solving iterative multi-stage algorithms that feed information on the system dynamic

nature into the planning problem based on external analyses [194–196].
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The first group uses simplified low-order, dynamic response models, to formulate the

analytical formulations of dynamic metrics that can then be incorporated into the op-

timisation problem. This approach results in a lower computational effort but inherits

approximation errors from simplifications made. The second group analyses the system

dynamics separately and the results are used to formulate constraints for the optimisa-

tion problem. This approach benefits from a more accurate representation of the system

through the use of the full non-linear dynamic model or time-domain simulations.

With regard to frequency transients, in [153–155, 193], analytical formulations of the

frequency security metrics have been developed based on a reduced-order single machine

equivalent Centre-of-Inertia (CoI) frequency model. In [153, 155], unit commitment and

economic dispatch problems are proposed for networks with only conventional generators,

incorporating security constraints based on linearised analytical formulations of frequency

metrics. Enhanced models incorporating frequency support from both SG and CIGs are

used for the unit commitment and dispatch problems formulated in [154, 193]. The

solution approach in chapters 6 and 7 presented in ][J2] and [C4] proposes an iterative

multi-level approach that includes non-linear frequency constraints into a MG operational

planning problem.

With regards to voltage security, in [197], the Differential-Algebraic-Discrete (DAD) equa-

tions describing the system dynamic response are discretised and applied to the security

dispatch problem to limit voltage dips and system instability. While a sensitivity-based

preventive control approach has been used in [195] to limit voltages within the secure

loading margins in post-contingency states. Reference [198] presents a strategy that uses

trajectory sensitivities on the system voltage stability margins to determine generator

re-scheduling and shunt compensation required to ensure system response is maintained

within the defined bounds given load uncertainties. In [199], security constraints for

post-fault operation based on sensitivities of the voltage stability margin to the shunt re-

active power compensation are added to the model predictive control algorithm to prevent

voltage collapse of the system.

The control vector parameterization approach is adopted in [200] to ensure the system

does not violate the post-fault transient voltage dip criteria after an N-1 event by using

the result of the system dynamics to evaluate the constraints of the optimisation problem.

The objective in the study looks at the identification of optimum VAr support to mitigate

slow voltage recovery problems and short-term insecurity. The under-frequency/under-

voltage load shedding scheme can also be applied to improve system transient security

and stability in case of major grid faults thus preventing blackouts. Moreover, the model
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proposed in [201] adds constraints based on trajectory sensitivities of margin indices for

transient voltage and frequency deviation security, and transient angle stability of the

system, to simultaneously minimise emergency load-shedding as well as ensure stability

and security. Finally, in [202], the transient voltage dynamics model is discretised and

embedded into the reactive power planning problem to immunise against fault-induced

delayed voltage recovery based on trajectory sensitivities.

Existing literature has focused on either optimising frequency response or voltage re-

sponse separately. However, excursions stemming from abrupt MG islanding involve

both voltage and frequency; thus, neglecting one can provide an optimistic evaluation of

the MG security and resilience. In addition the above literature on optimising voltage

security focuses on bulk transmission systems and looks into either long-term voltage

stability margins [195, 198, 202] or the post fault transient voltage recovery [199, 200] –

neglecting the effect of FRT limitations. The effect of dynamic frequency and voltage

security during MG operational planning has not been adequately studied. Furthermore,

aforementioned literature analyses frequency with only active power reserves and voltage

with only reactive power reserves neglecting the effect of both active and reactive power

to voltage or frequency response.

Contributions

In this chapter, the limitations mentioned above are addressed by enhancing the MG

operational planning problem taking into account transient and static constraints relating

to both voltage and frequency variations during and after an event-triggered emergency

islanding. Constraints on pre-contingency (grid-connected), post-contingency (islanded),

and transient (switching) states of the MG are included in the MG planning problem,

enabling both supply adequacy and the confinement of transient trajectories within secure

regions. A dynamic optimisation technique, based on sequential constraint transcription,

to represent both the voltage and frequency security constraints is adopted.

Consequently, the main contributions of this chapter are:

• A multi-period, mixed-integer, second-order cone MG operational planning problem

that considers grid-connected and islanded mode of operation with security con-

straints on both the frequency and voltage transient performance during abrupt

disconnection.

• A multi-stage solution algorithm that uses the sensitivities derived from dynamic

simulations to formulate transient security constraints transcribed onto the MG
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operation problem through sequential resilience cuts.

• A case study analysing the effect of both active and reactive power reserves on MG

voltage and frequency security.

The rest of the chapter is organised as follows. In Section 8.2, the transient frequency

and voltage metrics and models adopted for MG support are presented. Section 8.3

presents the detailed problem formulation and proposed solution algorithm. Section 8.4

discusses the application of the algorithm to a 30-bus test system to highlight the benefit

to enhancing MG operational security and resilience. Finally, the main conclusions of the

chapter are summarised in Section 8.5.

8.2 Frequency and Voltage Security Criteria

As previously discussed in Chapter 2, current grid codes are continually being modified

with Fault Ride-Through (FRT) Requirements for Generators (RfG) to remain connected

and supportive during transient grid faults [38]. For various levels of grid frequency

and voltage drop/rise, the FRT RfG show the time-frequency/time-voltage profiles for

which the DERs should remain connected and support the grid by active/reactive power

injection/absorption. The FRT is aimed at immunising against generation loss and where

frequency or/and voltage support is provided, reduce the levels of degradation in the

network.

Recalling from Section 2.3.2, Fig. 8.1 shows the profiles and support regions for frequency

and voltage response after major fault. Times t0, tc and tr relate to time instance of fault

occurrence, fault clearance and recovery period (quasi-steady state), respectively. In

Fig. 8.1a the frequency deviation following a large disturbance is sketched highlighting

the Inertial Response (IR) and Primary Frequency Response (PFR) regions for emergency

frequency support. The main performance metrics used in resilience analysis include the

maximum Rate-of-change of Frequency (RoCoF),
(
ḟ(t)
)
, the frequency nadir, (±∆fmax),

and the post-fault steady-state frequency deviation, (∆fss).

Similarly, Fig. 8.1b shows the Low/High Voltage Ride-Through (L/HVRT) regions and

the quasi-steady state regions for voltage support. The metrics for resilience analysis are

defined by the security bounds on Low Voltage Ride-Through (LVRT), Vmin, High Voltage

Ride-Through (HVRT), Vmax and upper/lower post-fault recovery voltages, V rec/V rec.

A unit will be tripped to avoid damage when these technical limits are exceeded, thus

increasing the risk of further disconnections and cascading network failures.

173



8.3. Problem Formulation

 

F
re

q
u

en
cy

 [
H

z]
 

Time [s] 
t0 

𝑓0 

t
r
 

𝑓𝑞𝑠𝑠
 

𝑓𝑚𝑖𝑛 

𝑓(𝑡)ሶ
  

 

 

 

 

 

Normal operation 

region 
Inertia response 

Primary frequency 

response 
Secondary frequency 

response 

Tertiary frequency 

response 

F
re
q
u
en

cy
[H

z]

fmin

fmax

f0

fqss

Emergency Operation

Unit disconnection
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Figure 8.1: DER frequency (a) and voltage (b) FRT profile and support regions with grid

fault occurring at time t0.

In this chapter, it is assume that the MG should be able to withstand the islanding

transients at each planning instance t ∈ T without violating the FRT and L/HVRT

criterion described in this section. The frequency and voltage support models described

in Sections 2.3.3 and 2.3.4, respectively, are adopted for the CIG and SG units.

8.3 Problem Formulation

8.3.1 Preliminaries

Bold letters are used to indicate vectors while entries of vectors are denoted by regular

letters. This work considers a radial balanced network represented by a connected graph

G(N ,L), with N := {0, 1, . . . , N} denoting the set of network nodes including the substa-

tion node 0, and L ⊆ N ×N designating the set of network branches. The distribution

network hosts a number of producers/consumers, where S ⊆ N indicates the subset of

nodes with SGs, C ⊆ N the subset of nodes with CIGs, D ⊆ N the subset of nodes with

loads and Dv ⊆ D ⊆ N is the subset of nodes with Flexible Loads (FLs). The set of
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nodes with generators is thus obtained by the following set union M := S ∪ C. The set

of respective units at node i ∈ N are given by Si ⊆ S, Ci ⊆ C, and Di ⊆ D. Cardinallity

of the previously defined sets is denoted by: nd := |D|, ns := |S|, nl := |L|, and nc := |C|,
respectively. Indices s, c and d are associated with synchronous generators, RESs and

load demand while index g ∈ M is associated with all generating units.

The active and reactive power injections at each bus i are defined by si = pi + jqi. The

power injections are derived from the bulk grid sgrid where simp (sexp) denotes import

(export), DERs sg, and loads sd. Each branch l ∈ L is represented by a Π model

connected by two adjacent nodes η(l+) = i (upstream) and η(l−) = j (downstream)

with the upstream (sending) and downstream (receiving) ends denoted by l+ and l−,

respectively. Variable Sl+ = Pl+ + jQl+ (Sl− = Pl− + jQl−) defines the apparent power

flows into a line at the sending (receiving) while fl+/− is the square of current flowing into

the line from sending/receiving nodes. The square of voltage magnitude at each node

is denoted by vi. ysl is the series admittance given by ysl = 1/(rl + jxl) = 1/zl while

yshl+ = jbshl+ and yshl− = jbshl+ are the shunt admittances at the sending and receiving ends,

respectively (yshl+ = yshl− = jbshl /2). Lines connected downstream to a node are included

in set Lη(l+) while those connected upstream to a node are included in set Lη(l−). The

interface between the MG and the bulk grid is located at the Point-of-Common-Coupling

(PCC).

For the proposed MG planning algorithm, the optimization problem is formulated to

include three sets of operational constraints relating to: pre-emergency steady-state op-

eration (grid-connected mode); post-emergency steady-state operation (islanded mode);

and transient state operation (islanding mode). The problem formulation for grid con-

nected operation is defined over a planning horizon T . Without loss of generality, hourly

planning periods are considered. For each hour t ∈ T , a potential emergency island-

ing event in the MG is assumed. Once the MG is islanded, only one hour of islanded

operation is taken into consideration.

The response of the system in the event of large disturbances, such as fault triggered

islanding, is governed by the behaviour of the loads, generators, and network, described

by differential-algebraic equations. In addition, a change in control configuration can

be triggered based on a measured value of a system state. This adds discrete states to

the existing continuous states resulting in a system governed by a set of Differential-

Algebraic-Discrete (DAD) equations. The model of a dynamically constrained planning
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problem can be represented as shown in (8.1).

min
u
f(y,u) (8.1a)

s.t.

g(y,u) = 0 (8.1b)

h(y,u) ≤ 0 (8.1c)

m(ẋ,x,y,u) = 0 (8.1d)

n(x,y,u) ≤ 0 (8.1e)

y ≤ y ≤ y, x ≤ x ≤ x, u ≤ u ≤ u (8.1f)

where y represents the steady-state operational variables (nodal voltages, power flows in

the distribution lines and power consumption by load in the network) while u denote the

control variables, these include the active and reactive power injections by the different

generation units and the power exchange with the grid. Equation (8.1b) corresponds to

the AC power flow network constraints in steady-state operation, while (8.1c) includes

the different techno-economic operational constraints applied to the network such as line

loading constraints, voltage constraints and generation limits on the different units. The

system dynamics after MG islanding are represented by the set of differential-algebraic

equations in (8.1d), where variables x denote the differential state variables. The transient

response trajectory constraints (see Fig. 8.1) are defined in (8.1e), while (8.1f) ensure the

security bounds on variables. The goal is to find optimal values of the control variables

u∗ such that the cost function (8.1a) is minimised, all constraints are satisfied, and that

will drive the system response to a feasible post-islanding transient trajectory x∗. The

problem in (8.1) is difficult to solve due to its infinite dimensions and highly nonlinear

nature [203].

Different approaches have been proposed in power systems to solve problems with a

similar structure as (8.1), including dynamic optimisation techniques, analytical methods

based on the Single-Machine Equivalent (SME), and computational intelligence methods

such as machine learning techniques [204–206]. Obtaining a true analytical solution to

the closed form model describing the system dynamic response using the SME method is

not a straight forward operation when considering both voltage and frequency response in

the network. More so in CIG-dominated networks the disjoint nature of control support,

as described in (2.4) and (2.8), along with unit saturation and limit cycles that can occur

especially during emergency states.
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On the other hand, full discretization of (8.1d)-(8.1e) by embedding numerical integration

methods, as described in [197], ensures that steady-state and dynamic equations are

simultaneously satisfied. However, each step of the discretization introduces a new set of

optimisation states with inter-temporal coupling between them. It is quite evident that

this process can quickly expand the solution space of the optimisation problem making

it intractable.

Finally, the direct sequential method adopted in this chapter is a technique for solving

dynamically constrained problems where only the control states are discretized and ap-

proximated based on a basis function in each section of the discretized time window [204].

The basis functions at each time stage can be piece-wise constant, linear, quadratic, or

polynomial functions [203]. This allows for the decoupling of the model (8.1) where

the control variables can be estimated in the time-domain simulation of the DAD model

(8.1d)-(8.1e) and trajectories of the state variables in the optimization problem estimated

based on their gradients w.r.t the control variables in the time-domain simulation.

In this work, piece-wise constant functions are ussed to approximate control variables.

Thus, the control variables vector u is approximated as:

u = uk, k = 1, . . . , n (8.2)

where k is the iterative stage. At the same time, the performance metrics µ, presented

in Section 8.2 and illustrated on Fig. 8.1, can be approximated as:

µk = µk−1 + δ
u
µ,k(uk − uk−1), k = 1, . . . , n (8.3)

where δuµ,k is the gradient (i.e. sensitivity) of the performance metric µ w.r.t the control

variable u at iteration k.

Therefore, (8.3) replaces (8.1d)-(8.1e) transforming the model (8.1) for the k-th iteration

to:

min
uk

f(yk,uk) (8.4a)

s.t.

g(yk,uk) = 0 (8.4b)

h(yk,uk) ≤ 0 (8.4c)

µk = µk−1 + δ
u
µ,k(uk − uk−1) (8.4d)
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y ≤ yk ≤ y, µ ≤ µk ≤ µ, u ≤ uk ≤ u (8.4e)

where the time-domain-related variables and constraints have been replaced by the per-

formance metrics extracted from the time-domain simulations.

The resulting problem in (8.4) is a finite-dimensional problem that can be easily solved by

off-the-shelf optimisation tools. Using the direct sequential method, an iteration between

the optimisation problem and a time-domain simulation continues until both optimality

and feasibility, based on the defined stopping criteria, are obtained.

Therefore, shifting from the solution approaches presented in Chapters 6 and 7, the

approach proposed in this chapter externally couples the optimisation problem with a

time-domain simulation. The transient security constraints are derived utilising the result

of the time-domain simulation as opposed to the closed-form analytical expressions used in

the previous chapter. Moreover, the sensitivities embedded into the optimisation problem

are based on the effect of variation of control states to system trajectories providing better

insight into the system response to state variation. In the following, the detailed design

of the constraints and overall model formulation is presented.

8.3.2 Design of the Transient Security Constraints

The performance metrics µ of concern are defined in Fig. 8.1, relating to the values of

frequency and voltages during the emergency response of the different generation units.

The control states relate to the active and reactive power injections of both the grid and

the DERs prior to emergency islanding. Therefore at each iteration, the path constraints

in (8.4d) take the form described below.

8.3.2.1 Frequency Transient Constraints

The CoI frequency response is utilised to model the frequency transient response. While

the CoI model shows slight variations as compared to the local frequency oscillations

of the generating units, it provides a smoother overall frequency that aids provision of

better control from CIGs [144, 207]. The path constraints on frequency response from

(8.4d)-(8.4e) at the k-th iteration take the form:

ωcr
(k+1) ≤ ωcr

γ + δp
grid

ωcr,γ · (pgrid(k+1)
− pgridγ )

+δq
grid

ωcr,γ · (qgrid(k+1)
− qgridγ ) + ∆ωcr

slk, ∀γ = 1, . . . , k
(8.5a)

ωmin
k+1 ≥ ωmin, ωmax

k+1 ≤ ωmax (8.5b)
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ω̇ ≤ ω̇k+1 ≤ ω̇ (8.5c)

ωqss ≤ ωqss
k+1 ≤ ωqss (8.5d)

where superscript cr ∈ {RoCoF, min, max, qss} correspond to the magnitudes of RoCoF,

frequency nadir, frequency zenith and quasi-steady state frequency, respectively. ∆ωcr
slk

is a slack variable added to prevent infeasibility of the problem. The control states are

characterised by active (pgrid) and reactive (qgrid) power exported or imported from the

grid at each hour prior to emergency islanding. Constraints (8.5b)-(8.5d) are applied to

restrict the frequency states within the technical boundaries illustrated in Fig. 8.1 where

units remain connected to the network.

The equality sign in (8.5a) has been replaced with an inequality, to ensure satisfaction

of the path constraint at all previous iterations. This transformation adds multiple con-

straints with the aim of tightening the feasible state space and restricting trajectories

within the secure regions defined in Fig. 8.1. It also enhances the convergence rate of the

solution algorithm.

8.3.2.2 Voltage Transient Constraints

Due to the very local nature of voltage evolution, the transient voltage metrics are formu-

lated at the terminal node of each generator unit. For generator g ∈ {S , C}, the transient
voltage constraints are formulated as:

V cr
(k+1) ≤ V cr

γ +
∑

g∈{S ,C}

(
δ
pg
V cr
g ,γ

· (pg,(k+1) − pg,γ)

+δ
qg
V cr
g ,γ

·
(
qg,(k+1) − qg,γ

))
+∆V cr

slk, ∀γ = 1, . . . , k

(8.6a)

V LVRT
k+1 ≥ V min, V HVRT

k+1 ≤ V max (8.6b)

V rec ≤ V rec
k+1 ≤ V rec (8.6c)

where superscript cr ∈ {LVRT, HVRT, rec} correspond to the voltage magnitudes at

LVRT, HVRT and post-fault recovery voltage, respectively. For the voltage resilience

metrics in (8.6a), the effect of the post-emergency voltage levels at the terminals of each

generator to the pre-emergency active and reactive power injections at all generators in

the network is considered when formulating the linearized path constraint. Hence, the

control states are the characterised by active (pg) and reactive (qg) power injected by the

all generators. The slack variable ∆V cr
slk immunises against infeasibility of the problem

while constraints (8.6b)-(8.6c) ensure voltages at each generator are not in the region
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where unit disconnection occurs. The use of the slack variables is vital given the high

probability of conflicting constraints when both frequency and voltage constraints are

applied. These are heavily penalised in the objective function.

Constraints (8.5) and (8.6) define the transient islanding constraints applied at each hour

of the planning horizon. These ensure system states are maintained within the acceptable

emergency operation regions illustrated in Fig. 8.1.

8.3.3 Static Operation Constraints

The steady-state operation constraints are designed to provide a snap-shot of system

performance at each hour of the planning horizon. These include constraints on the grid-

connected and islanded operation of the MG associated to (8.4b)-(8.4c) and defined in

extended form as:

Constraints on Power Flow and Power Balance

The constraints on active and reactive power flows in the network have been formulated

using a Second-Order Cone Programming (SOCP) model [73], presented in 3.2 denoted

as Model 4, which extends the DistFlow power model to include the line charging:

sit =
∑

d∈Di

sdt − simp
t|i=PCC

+ sexp
t|i=PCC

−
∑

g∈{Si,Ci}
sgt, ∀i ∈ N , t ∈ T (8.7a)

sit =
∑

η(l+)=i

Sl+ +
∑

η(l−)=i

Sl− ∀i ∈ N , t ∈ T (8.7b)

ftl+vtη(l+) ≥ |Stl+|2 or ftl−vtη(l−) ≥ |Stl−|2, ∀l ∈ L, t ∈ T (8.7c)

|αl+|2vtη(l+) − vtη(l−) = 2Re(αl+z
∗
l Stl+)− |zl|2ftl+ , ∀l ∈ L, t ∈ T (8.7d)

|αl− |2vtη(l−) − vtη(l+) = 2Re(αl−z
∗
l Stl−)− |zl|2ftl− , ∀l ∈ L, t ∈ T (8.7e)

α∗
l+vtη(l+) − z∗l Stl+ =

(
α∗
l−vtη(l−) − z∗l Stl−

)∗
, ∀l ∈ L, t ∈ T (8.7f)

Constraint (8.7a) ensures the power balance at each node. Power import/export from

the grid is only defined at the PCC node (i = 0). In islanded mode, the power import

and export to the grid is set to zero. Equations (8.7b)-(8.7f) describe the power flow

equations with parameter αl+ = 1 + zly
sh
l+ . The equality in constraint (8.7c) has been

relaxed to an inequality to transform the power flow equation from a non-linear to SOCP

model to improve tractability and global optimality.
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Constraints on Grid Power Exchange

Defined only for the grid-connected mode, the bounds on power imports and exports to

the grid take the form:

0 ≤ pimp
t ≤ pimp

t · zPt , 0 ≤ pexpt ≤ pexpt · (1− zPt ),

0 ≤ qimp
t ≤ qimp

t · zQt , 0 ≤ qexpt ≤ qexpt · (1− zQt ),
∀t ∈ T (8.8)

where the binary variables zPt /z
Q
t prevent the simultaneous import and export of ac-

tive/reactive power.

Constraints on Loads

Power consumption of load at each node can be fixed (sfdt) or variable (svdt) i.e. flexible

load, the limitations applied to the load variations over the planning horizon include:

[p/q]dt = ([p/q]fdt + [p/q]vdt) · zdt, ∀d ∈ D, t ∈ T (8.9a)

0 ≤ pdt ≤ pd, 0 ≤ qdt ≤ qd, ∀d ∈ D, t ∈ T (8.9b)
∑

t∈T
pddt = Ed, ∀d ∈ D (8.9c)

pdt ≤ Ed −
t−1∑

τ=1

pdτ , ∀d ∈ D, t ∈ T (8.9d)

where the binary variable zdt indicates the connection status of the load. In grid con-

nected mode, this value is forced to one i.e. all load should be served in its entirety.

On the contrary, in islanded mode, zdt can take on a value of one =⇒ load-connected or

zero =⇒ load-curtailed. Constraint (8.9b) ensures the total load does not exceed the peak

load defined at a given node, this is defined based on the maximum consumption at a node.

Note that flexible loads relate to large consumers that are able to upwardly/downwardly

adjust consumption when required within their maximum consumption limits. In grid

connected mode, constraint (8.9c) ensures that the defined energy consumption Ed for

the day is met. During islanded operation, (8.9d) ensures that only un-served load con-

sumption is met. The fraction of un-served load at any hour given the daily requirement

is defined by the right-hand side of (8.9d).

Constraints on power production from SGs

0 ≤ pst ≤ pst, q
s
≤ qst ≤ qs, ∀s ∈ S, t ∈ T (8.10a)
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− rds ≤ pst − ps(t−1) ≤ rus, ∀s ∈ S, t ∈ T (8.10b)

The limits to power output of the SG units are defined in (8.10a) while their inter-hour

ramp-up rus and ramp-down rds limits ensured in (8.10b).

Constraints on power production from CIGs

In line with current grid code, operation of renewable energy units at power factor less

than one is allowed, thus the limits on power production from CIG units are defined as:

0 ≤ pct ≤ pct, 0 ≤ qct ≤ tan(ϕ) · pct, ∀c ∈ C, t ∈ T , (8.11)

here cos(ϕ) is the minimum acceptable power factor of the CIG defined by the grid code.

Constraints on Steady-Stage Voltage

Voltage levels at each node in steady-state operation should be maintained within the

normal operation region illustrated in Fig. 8.1b. In both grid-connected and islanded

mode, this is ensured by:

v ≤ vit ≤ v, vt|i=PCC = 1 pu, ∀i ∈ N , t ∈ T (8.12)

Constraints on Line Loading

The transmission capacity of each line is maintained within secure bounds as:

0 ≤ fl+ ≤ (f l), 0 ≤ fl− ≤ (f l), ∀l ∈ L, t ∈ T (8.13)

Objective Function

The objective is a min-max function that contains a minimisation of the grid-connected

mode operational costs, Θgm(ugm) under the worst case islanding penalties at each hour

Θim
t (uim) defined as a single minimisation problem by utilising auxiliary variable α:

min
u

Θgm(ugm) + α (8.14a)

s.t.

α ≥ Θim
t (uim), ∀t ∈ T , (8.14b)
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Θgm(ugm) =
∑

t∈T

((
C impP · pimp

t − CexpP · pexpt

)

+
(
C impQ · qimp

t − CexpQ · qexpt

))

+
∑

t∈T

∑

g∈{S,C}

(
CP
g · pgt + CQ

g · qgt
)
+
∑

t∈T

∑

d∈Dv

(Cv
d · pvdt)

+
∑

t∈T

∑

cr∈crCoI

(
Ccr
slk ·∆ωcr

slk,t

)

+
∑

t∈T

∑

g∈{S,C}

∑

cr∈crV

(
Ccr
slk ·∆V cr

slk,g,t

)

(8.14c)

Θim
t (uim) =

∑

d∈D

(
Cd · (1− zdt)

(
pfdt + pvdt

))
(8.14d)

In grid connected mode, (8.14c), the active/reactive power is imported/exported from/to

the grid at costs C impP/Q

/CexpP/Q

while the generation costs of the different generators

are defined by C
P/Q
g . Additionally, penalty costs Cv

d applied to the variable loads due

the inconvenience of shifting demand away from the consumer preferred time. High

penalty costs CCoI,slk and Ccr,V
g are applied to the slack variables to ensure they are

only utilised when absolutely necessary. The islanded operation costs in (8.14d) denote

to the penalties Cd incurred when a load is curtailed during the emergency operation.

The overall optimization problem is formulated as a Mixed-Integer Second Order Cone

Programming (MISOCP) problem.

8.3.4 Solution Algorithm

The proposed solution approach iterates between an optimisation problem, a time-domain

dynamic simulation, and an extraction stage as illustrated in Fig. 8.2. The tasks involved

at each step are detailed as follows:

Step 1: Initially, setting iteration k = 1, the grid-connected and islanded mode MG

scheduling problems, i.e. (8.7)-(8.14), are solved simultaneously to derive the output vec-

tors u0,t,y0,t of the optimised hourly operating points. Subscript “0” is used to indicate

the pre-contingency steady state (see Fig. 8.1) value of the respective control and state

variables. The grid-connected mode problem is solved for the entire planning horizon T
together, while a one-hour islanded operation problem is solved at each hour t ∈ T . The

optimisation problem (8.7)-(8.14) ensures both static security and system adequacy in

the pre- and post-islanded MG operation. The problem is robust to abrupt islanding at

each hour defined by the loss of power from the grid.
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Step 1

Step 2

Step 3

Step 4

Initialize: k = 1

MG Operational planning
(8.7)-(8.14),

(8.5)-(8.6), if k > 1

Hourly setpoints
{u0,y0} ∀t

Time-domain
simulation of emergency

islanding ∀t

Dynamic
secure ∀t

Dynamically

Secure islanding

Extract sensitivities from
islanding simulations

δ
[p,q]grid

ωcr,k , δ
[pg ,qg ]
V cr,k ∀g

Formulate resilience
cuts (8.5)-(8.6)

No

Yes

k + 1

Figure 8.2: Proposed Algorithm for microgrid scheduling with transient frequency and

voltage security constraints.

Step 2: In this step, the hourly operating points in grid-connected mode from Step 1 are

used to perform a time-domain dynamic simulation where an abrupt islanding scenario

is induced to check that voltage and frequency trajectories remain within the secure

regions. This is based on the metrics defined in Section 8.2. If all performance metrics

are satisfied, a secure islanding is assumed. Otherwise, the algorithm formulates resilience

cuts in Steps 3 and 4 to be added to the scheduling problem of Step 1.

Step 3: The value of each metric is derived from the measurements of the frequency

and voltage states between times t0 to tr (see Fig. 8.1) during the MG transition to

islanded state. Given any security violations at any hour of the planning horizon, the

sensitivity coefficients (δ
[P,Q]grid

ωcr,kt and δ
[Pg,Qg]
V cr,kt ) of the frequency and voltage metrics to the

respective control states (power injections) are obtained. The finite difference method is

used to calculate the sensitivities and the calculations are based on multiple time-domain

simulations of the emergency disconnections with small changes to the active or reactive

power injections in the pre-contigency steady-state i.e.

δ

[
P/Q
][g/grid]
kt[

V/ω
]cr
kt

=
∂
[
V/ω

]cr
kt

∂
[
P/Q

][g/grid]
kt

(8.15)
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=

[
V/ω

]cr
kt

([
P/Q

]0+
kt

)
−
[
V/ω

]cr
kt

([
P/Q

]0−
kt

)

2∆[P/Q]

where [P/Q]0+kt = [P/Q]0kt+∆[P/Q] and [P/Q]0−kt = [P/Q]0kt−∆[P/Q], with [P/Q]0kt the

initial power exchange by the grid or generator computed in Step 1. That is, [P/Q]0+kt

(resp. [P/Q]0−kt ) implies an increase (resp. decrease) in power flow ”from” the MG ”to”

the main grid.

Step 4:

The feasibility resilience cuts at iteration k defined in (8.5)-(8.6) are formulated for each

hour based on the values of the metrics and associated sensitivities. These are then

applied to the grid-connected optimisation problem in Step 1. The problem in Step 1 is

updated and re-solved including all resilience cuts from γ = 1 to k.

8.4 Simulation Results

8.4.1 System Setup

The proposed algorithm was evaluated on a 30-bus, 20 kV, distribution network shown

in Fig. 8.3 with three CIGs and two SG units and a base power of 10 MVA. The network

topology and line parameters were obtained from [188] and defined in Appendix A.4. It

serves 12 loads modelled as constant current for active power and constant impedance

for reactive power, in addition to three induction motors at buses 14, 20 and 28. In the

steady-state optimization problem, all loads are modelled as constant power loads with

peak load consumption at 15 MVA. The CIGs are modelled based on reference [56] with

added VSM control for frequency support as in (2.4). For the SGs, a 6th-order model

equipped with the DEGOV1 speed governor and the IEEE AC1A exciter is adopted. The

dynamic simulation was performed with PyRAMSES [60], while the optimization model

was implemented in PYOMO [85] and GUROBI [86] employed as a solver. The load and

solar profiles (shown in Fig. 8.4) are adopted from [208] and power import, export, and

SG production costs were set to 15 $/MW, 5 $/MW and 40 $/MW, respectively.

The dynamic response during emergency islanding is simulated after a three phase fault

at the high-voltage bus occurring at t0 = 1 s with tc at 1.1 s and tr set at 5 s after the

fault occurrence (see Fig. 8.1). The MG performs an emergency islanding five cycles after

clearing the fault by opening the interconnection at the PCC (node 30). From Fig. 8.1,

the limits to the performance metrics have been set as: ḟ(t) = ±3 Hz/s, fmax = 50.8 Hz,
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Figure 8.3: One-line diagram of test system.
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Figure 8.4: Solar power generation and load demand profiles.

fmin = 49.6 Hz, fqss = 49.8/50.2 Hz, for the frequency response and Vmin = 0.45 p.u.,

and Vmax = 1.2 p.u., V rec = 0.9 p.u. and V rec = 1.1 p.u. for the voltage trajectories. The

steady-state voltages in normal operation are set within bounds of V pre = 0.95 p.u. to

V pre = 1.05 p.u. The value of the RoCoF is calculated based on the measured frequencies

between tc and tr as:

ḟ(t) =
f(t+∆t)− f(t)

∆t
(8.16)

The maximum RoCoF derived from the measurements no greater than 0.5s after MG

disconnection from the grid.

To investigate the effect of transient-aware MG scheduling on system security, three

different case studies are analysed in the operational planning problem:

• Base case: No transient security constraints. Only MG static islanding constraints

• Case 1: The constraints of the Base case plus transient frequency security constraints

186



Chapter 8. Resilient Microgrid Scheduling with Steady-State and Transient Frequency and Voltage
Security

• Case 2: The constraints of the Base case plus transient voltage security constraints

• Case 3: The constraints of the Base case plus both transient frequency and voltage

security constraints.

8.4.2 Preventive Power Rescheduling

Cases 1, 2 and 3 result in both active and reactive power rescheduling to ensure the

satisfaction of the transient security requirements. Figure 8.5 shows the scheduled power

exchange with the grid for each of the cases. In Case 1 (see Fig. 8.5-green), the active

power imported from the grid is shown to significantly reduce at hours 10, 19, 20, 21,

compared to the Base Case. This is a result of the actions taken to ensure the secure fre-

quency transient response in case of unplanned islanding. However, the effect to reactive

power is less substantial. An average hourly power increase of 0.062 MVar is observed for

reactive power in comparison to an average reduction of 0.521 MW in case active power

for the entire planning horizon compared to the Base case. The sensitivities of active

power to the frequency metrics are as expected more significant than to reactive power.

The reduction in active power imported from the grid implies that more power has to

be generated locally in the MG to improve the system frequency response in the case of

un-intentional islanding.

With only voltage transient security considered in Case 2 (see Fig. 8.5-blue), an average

hourly active power increase of 0.272 MW and a reactive power reduction of 0.473 MVar

is observed compared to the Base case. Local reserves of reactive power are used to ensure

non-violation of the voltage security metrics during islanding. These are mainly provided

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0
2
4
6
8
10

Time [Hr]

P
g
ri
d
[M

W
]

Base Case Case 1 Case 2 Case 3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
−4

−2
0

2

4

Time [Hr]

Q
g
ri
d
[M

V
ar
]

Figure 8.5: Scheduling of active and reactive power exchanged with the grid for the

different planning cases ( (+) indicates power import and (-) indicates power export).
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by the SG units as the system will prioritise the cheap active power from the renewable

units. In addition, power factor limitations on the CIG units can reduce their capability

to provide reactive power. The increase in active power import aids in the improvement

of the pre-contingency voltage levels which reduces the dynamic reactive power support

necessary to maintain voltages during an event.

Case 3 (see Fig. 8.5-red), that includes both frequency and voltage transient constraints,

indicates notable variations in both active and reactive power schedules. In this case,

an hourly average of 0.975 MW active power and 2.089 MVar reactive power over the

planning horizon is to be generated by the DERs in the MG to ensure a secure transient

performance as compared to the Base case. However, the adherence to both frequency

and voltage metrics is non-trivial especially given the competing requirements on the

system power reserved by each of transient metrics. That is, both the frequency and

voltage related metrics have sensitivity against both active and reactive power – thus,

they might compete for resources. This is shown in Fig. 8.5 at hours 10, 11, 19 and 22

for active power and hours 10, 21 and 22 for reactive power when comparing Cases 1 and

2.

8.4.3 Transient Security Performance

The performance of the MG with respect to the transient security metrics (see Fig. 8.1) for

frequency and voltage is presented in Figs. 8.6 and 8.7, respectively. The box and whisker
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Figure 8.6: Box-Plots showing the distribution of the transient frequency security metrics

for all hours based on the CoI frequency model.
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Figure 8.7: Box-Plots showing the distribution of the transient voltage security metrics

at the local generators for all hours.

plot parameters have been set as: the box plot width is defined by the Interquartile range

(IQR) i.e., the difference between 25th (Q1) and 75th (Q3) percentiles and the median

while the whiskers are set by the minimum and maximum values in the dataset excluding

outliers. These extend to Q1–1.5×IQR for the minimum and Q3+ 1.5×IQR for the

maximum value. The dashed red line indicates the limit below which a violation, and thus

unit disconnection, occurs during operation. In the Base case, violations exist at various

hours in both the frequency and voltage metrics indicating the potential disconnection

of the DERs during an abrupt islanding event of the MG. The Base case only takes into

consideration the static security before and after MG islanding. For Case 1 in Fig. 8.6,

it is observed that the optimal solution obtained after power rescheduling at all hours

indicates no violations of the transient frequency metrics. However, with regards to the

voltage metrics in Case 1 indicated in Fig. 8.7, the LVRT limits remain violated for

several hours in the planning horizon. A similar trend is observed in Case 2 wherein

while the voltage metrics remain within the defined limits, the RoCoF limit is violated at

different hours of the operational schedule. The separate analysis of either frequency or

voltage in the planning problem does not lead to a secure transition of the MG. Moreover,

when only one type of the transient metrics is considered, Figs. 8.6 and Fig. 8.7 indicate

further degradation in the system performance of the other metric type. Finally, the

results for Case 3, indicate that both frequency and voltage transients are within the

secure operation regions.

The power schedules computed for each hour are dynamically validated with the time-

domain simulations (Step 2). Figures 8.8 and 8.9 show the frequency and voltage response

respectively at hours 10, 19, 20, and 21 of the planning horizon with significant improve-

ment in system performance for both metrics in Case 3. The preventive rescheduling of
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Figure 8.8: CoI frequency trajectories during operation in hours 10 (blue), 19 (green), 20

(yellow), and 21 (orange) for the Base case and Case 3 operation with a disconnection at

time 1 s.
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Figure 8.9: Voltage trajectories at the terminals of SG G4 and CIG PV16 at hour 19 for

unintentional islanding at time 1 s.

power reserves greatly contributes to ensuring system degradation is minimised.

8.4.4 Effect to System Costs

The requirement for both static and dynamic security comes at a cost as indicated in

Table 8.1 for the different case studies. In the Base case, the MG relies heavily on the

cheaper power imported from the grid to ensure satisfaction of the different steady-state

operational constraints. The requirement for transient security during islanding demands

increased power generation from the local resources available in the MG. In Cases 1 and 2,

increments of 2867 $ and 2706 $ are observed, respectively, in comparison with the Base
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Table 8.1: Operational costs incurred the planning case studies

Operation Cost [$]
Base Case 1 Case 2 Case 3

Grid-connected 19203 22070 21909 38000

Islanded 0.0 0.0 0.0 0.0

case. In Case 1, higher priced active power is more utilised as compared to Case 2 that

heavily relies on reactive power. As CIG units are already maximised due to their negli-

gible operational costs, the SG units provide the power reserves necessary thus increasing

the total operational costs. The extra cost incurred due to preventive rescheduling reflects

the system security and resilience with respect to the islanding transients.

In Case 3, a significant extra cost of 18797 $ is observed. The active and reactive power

scheduling requirements for the frequency and voltage metrics, shown to be competing

in some hours and coherent in others (see Fig. 8.5), result in larger variations and higher

costs. An overall increment of 15%, 14% and 98% is observed respectively for Cases 1,

2 and 3 as compared to the Base case to guarantee adherence to all transient security

metrics.

8.4.5 Computational Performance

All case studies have been performed on a laptop with an Intel Core i7 processor at

2.5GHz with 32GB memory. The proposed approach is solved within four steps. Step 1

is solved using the PYOMO platform while the rest of the steps include a combination

of numerical calculations performed with the python mathematical interface and time-

domain simulations performed in PyRAMSES. In the 24-hour planning problem of Step

1, the solution is obtained in an average computation time of 6.15 s. Note that this time

is dependent on the solution space of the problem. In PYOMO, for a simulation time set

at 20 s, the average computation time for the operating point for a single hour is 0.792 s.

At each iteration, in Step 2 one simulation is carried out for each operating point (hour

of operation) and dynamics checked to ensure no violations exist i.e., Sim0
kt. If violations

exist in the transient metrics at any hour, further simulations are carried out indepen-

dently for each hour to calculate sensitivities to frequency and voltage metrics in Step 3

as follows:

• With respect to frequency dynamics: Only at the PCC bus, two simulations varying

active power exchange above and below the value at Sim0
kt i.e., Sim

0(±P )
kt|i=PCC

and two
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simulations varying the reactive power exchange above and below the value at Sim0
kt

i.e., Sim
0(±Q)
kt|i=PCC

(see Equation (8.15)).

• With respect to voltage dynamics: At every generator bus, two simulations varying

active power generation above and below the value at Sim0
kt i.e., Sim

0(±P )
gkt and two

simulations varying the reactive power power generation above and below the value

at Sim0
kt i.e., Sim

0(±Q)
gkt (see Equation (8.15)).

Therefore, the total the number of simulations performed at each hour of operation for

Step 3 is equal to:
(
(4×Simg,∀g)+(4×Simi=PCC)

)
. Similar to Step 1, the total compu-

tation time at Step 3 increases with the number of generators in the network and number

of operating points i.e., hours, considered. Finally, note that as the algorithm iterates

between the time domain simulation and optimisation problem convergence is guaranteed

using the resilience cuts that reduce the feasible solution space at each iteration.

8.5 Conclusion

A MG can ensure the power supply continuity during emergency grid conditions through

its islanded operation capabilities. Its survivability is however dependant on its oper-

ational states remaining within secure regions in the pre-islanding, post-islanding, and

transition periods. This chapter proposes an algorithm to solve a transient-aware oper-

ational planning problem that ensure steady-state security and energy adequacy, as well

as transient security during islanding. Linearised constraints related to the frequency

and voltage security metrics are formulated (using time-domain simulations to derive

sensitivity coefficients) and introduced as resilience cuts in the planning problem using

an iterative approach. The performance of the proposed technique is demonstrated on a

medium-voltage distribution network with results indicating that neglecting the voltage

and frequency transient security constraints or considering only one of them provides

an optimistic results with no security guarantees. Interactions between scheduling re-

quirements for frequency and voltage metrics result in significant variations in active and

reactive powers necessary to enhance system resilience and its associated costs. As a

potential future direction for this work, the algorithm needs to be extended to handle the

uncertainty in load demand and renewable resource variations discussed in Chapters 4

and 5. Moreover, the use of embedded trajectory sensitivities during time-domain simu-

lation can provide more accurate values for the effect of active and reactive power to the

transient metrics.
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Chapter 9

Conclusions and Outlook

9.1 Summary of Work and Main Conclusions

The changing dynamics of the power system operation warrant a deeper analysis into the

mechanisms that will ensure system preparedness in case of both internal and external

disturbances more specifically those leading to an emergency state of operation. A micro-

grid (MG) in its different modes of operation, provides the operational flexibility required

for ensuring that the system can survive uncertain and high-impact disturbances. This

thesis has examined and analysed both steady-state and dynamic security aspects of MGs

to ensure their resilient operation. The main conclusions and finding of this thesis are

summarised as follows:

• The choice of the system model used in planning problems should consider the

aspects of accuracy, tractability and scalability. Chapter 3 addressed the issue of

system-level modelling using the Optimal Power Flow-based models. An analysis

of the different formulations that can be adopted to ensure accurate modelling of

the characteristics of MG networks was presented using different metrics. Moreover,

it was showed that ignoring aspects of line charging in distribution networks with

a high R/X ratio can lead to significant errors in applications dealing with voltage

response of the system.

• Due to the uncertain nature of both load demand and renewable generation, it is

vital that MG planning formulations apply probabilistic models to incorporate, study

and analyse potential operational scenarios. Chapters 4 and 5 proposed stochastic

and distributionally robust models, respectively, to tackle the uncertainties present
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during system operation. While robust models provided better guarantees on the

handling of all potential scenarios, the impact to system costs is much higher as

compared to the stochastic models.

• MG islanding provided an effective solution to enhance resilience during emergency

scenarios in the bulk grid. However, analysing only the post-islanding steady-state

conditions is insufficient to ensure the survivability of the MG during the islanding

transients. Chapters 6 and 7 proposed models to tackle transient frequency security

while Chapter 8 dealt with both transient frequency and voltage security.

• Embedding the transient frequency and voltage dynamics model and the associ-

ated security metrics into a planning problem is a non-trivial task requiring careful

scrutiny to the model’s tractability. Chapter 6 tackles this challenge using an it-

erative bound-tightening approach while Chapter 7 adopts a decomposition-based

approach. Moreover, Chapter 8 utilises linear resilience cuts based on sensitivi-

ties derived from a time-domain simulation rather than incorporating the full DAD

model.

• In ensuring system security during transient operation, operational flexibility utilis-

ing demand response and re-scheduling of system power provided optimal solutions

deferring the need to install additional generation units.

• Both active and reactive power reserves play a key role in ensuring transient security

of the MG during the transition period to the islanded mode in emergency situations.

Moreover, the support from CIGs if possible provides significant benefits to system

performance in the transient state.

• There is a high cost associated to making the system more secure and resilient to

islanding transients and operational uncertainties.

9.2 Outlook

While the thesis has proposed different methodologies for application to MG operation,

there are various avenues for future work on the topics addressed. In the following,

questions that remain unanswered and potential further investigations are summarised:

• The Distributionally Robust Optimisation algorithm presented in Chapter 5 pro-

vides better guarantees on handling uncertainty but can be impractical due to its

conservativeness. This can be controlled by the type of increasing the statistical

measure captured in the ambiguity set, investigating other types of support sets and
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the consideration of a decomposition based two-stage algorithm to further reduce on

the conservatism of the formulation.

• The work of this thesis has employed the Center-of-Inertia (CoI), which incorporates

the contribution of each unit, to model the frequency trajectory during the transient

state of the MG. However, with the increasing penetration of CIGs, greater variations

are expected and it is necessary to determine whether this aggregated response model

can accurately estimate the local frequency measured at the generator nodes. More

so given that the concept of COI is based on the assumption of a system of coherent

SG units. Moreover, generating units located nearer to the location of the point of

the fault i.e. the MG Point-of-Common-Coupling may experience larger deviations

as compared to those further away [209]. The different algorithms proposed to

handle frequency transients should be improved to investigate the security of local

frequency oscillations and their effect to system performance.

• The intermittent power generation of CIGs can present variations in the level of

support available. In Chapters 6 and 7, it was assumed that active power reserves

required for transient support were provide by a DC-link capacitor energy storage.

However, it may be more practical to consider either reserves provided by a battery

energy storage attached to the CIG or by reducing power output from the maximum

power point by the reserve power requirement. The latter approach allows for upward

power regulation to meet instantaneous active power requirement during emergency

operation. This is similarly true in the case of reactive power provision for voltage

support. However, this implies that the level of support at each operating scenario

will vary based in the available power from the CIGs. The result is variability in

level of frequency and voltage support available in the network. This uncertainty in

support levels needs to be incorporated into the problem and further investigated to

ensure robust operation.

• The studies in chapters 6-8 considered static control settings during the provision

of frequency and voltage support to the MG. However, the settings of the controller

parameters should be optimised to ensure the adaptability of support available to

the varying operating scenarios. This notion has been presented in [154] utilising

a second-order reduced frequency model. Further investigations into the dynamic

modification of control actions and control settings following the dynamics during

MG operation are necessary to ensure optimality of system response.

• The resilience of the MG has been defined based on the secure operation of the
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system during both steady-state and transient operations. Conventional resilience

metrics are defined based on static adequacy-related metrics ignoring the states and

trajectories during the transient response of the network. Moreover, with the massive

integration of CIGs and their variable nature, it presents the question of whether

conventional metrics can still be sufficient for application in converter-dominated

networks. The variation in system dynamics requires the re-evaluation of system

analysis frameworks incorporating system preparedness, system survivability and

system sufficiency/adequacy during emergency conditions in the power network.
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Appendix A

Network Parameters

A.1 Alderney Electricity Network
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Figure A.1: The AEL network one-line diagram.
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Table A.1: Alderney HV network connections and line parameters

Node from Node to
Size

(mm2)

Length

(m)
R (Ω) X (Ω) B (µS)

West

W0 W1 25 630 0.5481 0.0674 71.251

W0 W6 70 630 0.2155 0.0693 57.199

W6 W11 16 572 0.8408 0.0807 32.346

W1 W2 70 1832 0.6265 0.2015 166.331

W2 W3 70 1105 0.3779 0.1216 100.325

W3 W4 70 485 0.1659 0.0533 44.034

W4 W5 70 534 0.1826 0.0587 48.483

W6 W7 70 527 0.1802 0.0580 47.847

W7 W8 70 100 0.0342 0.0110 9.079

W8 W9 16 205 0.3014 0.0289 11.593

W9 W10 16 225 0.3308 0.0317 12.724

East

E0 E1 16 480 0.7056 0.0677 27.143

E1 E2 25 191 0.1827 0.0225 23.750

E0 E9 70 1000 0.3420 0.1100 90.792

E9 E10 70 475 0.1625 0.0523 43.126

E10 E11 70 400 0.1368 0.0440 36.317

E4 E6 70 260 0.0889 0.0286 23.606

E6 E7 70 246 0.0841 0.0271 22.335

E7 E8 70 1095 0.3745 0.1204 99.417
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A.2 Modified IEEE 34-Bus Network
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Figure A.2: One line diagram of the modified IEEE 34 bus network

Table A.2: Modified IEEE 34-Bus network connections and line parameters

Node from Node to R (Ω) X (Ω) B (µS)

1 2 0.653208 0.651986 2.60687

2 3 0.438004 0.437185 1.748017

3 4 8.160034 8.144774 32.56567

4 5 3.077323 1.632921 4.6444

4 6 9.4943 9.476544 37.89055

6 7 7.527081 7.513004 30.03963

7 8 0.003655 0.002673 0.009698

26 9 0.906655 0.481099 1.368354

26 10 3.732057 2.729429 9.901941

9 11 25.52948 13.54672 38.52996

11 12 7.285049 3.865669 10.99484

10 13 1.606528 0.852473 2.424627

10 14 0.307045 0.224556 0.814655

14 15 7.471425 5.464205 19.82328

15 16 0.190075 0.139011 0.50431

27 17 1.791095 1.309912 4.752156

27 18 23.56038 50.59282 0

31 19 0.73837 0.540005 1.959052
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31 20 0.102348 0.074852 0.271552

32 21 0.314355 0.229903 0.834052

32 22 0.102348 0.074852 0.271552

20 23 0.493465 0.360894 1.309267

23 24 1.330528 0.973078 3.530173

24 25 0.193731 0.141684 0.514009

8 26 0.113314 0.082872 0.300647

29 27 0.003655 0.002673 0.009698

16 28 12.36974 6.563759 18.66882

16 29 13.46246 9.845728 35.71875

17 30 0.858936 0.455778 1.296335

17 31 2.131038 1.558528 5.654095

19 32 0.979619 0.716442 2.599138

22 33 1.768834 1.308147 4.01658

18 34 2.673595 2.668595 10.66998

Table A.3: Modified IEEE 34-Bus load parameters

Node P [kW] Q [kVar]

1 0 0

2 0 0

3 30 15

4 0 0

5 16 8

6 0 0

7 0 0

8 0 0

9 0 0

10 5 2

11 34 17

12 135 70

13 40 20

14 4 2

15 17 8

16 0 0
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17 7 3

18 0 0

19 36 24

20 0 0

21 27 16

22 0 0

23 144 110

24 25 12

25 43 27

26 0 0

27 0 0

28 4 2

29 0 0

30 2 1

31 4 2

32 30 15

33 28 14

34 150 75
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A.3 Modified CIGRE 18-Bus European Low

Voltage Network
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Figure A.3: One line diagram of the modified European CIGRE low voltage network.

Table A.4: Modified CIGRE 18-bus network line parameters

Node from Node to Resistance (Ω/km) Reactance (Ω/km) Length (m)

1 2 0.278 0.167 35

2 3 0.278 0.167 35

3 4 0.278 0.167 35

4 5 0.278 0.167 35

5 6 0.278 0.167 35

6 7 0.278 0.167 35

7 8 0.278 0.167 35

8 9 0.278 0.167 35

9 10 0.278 0.167 35

3 11 1.152 0.458 30

4 12 1.152 0.458 35

12 13 1.152 0.458 35

13 14 1.152 0.458 35

14 15 1.152 0.458 30

6 16 1.152 0.458 30/90

9 17 1.152 0.458 30

10 18 1.152 0.458 30

Table A.5: Modified CIGRE 18-bus network load parameters
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Node Load [kVA] Power factor

1 200 0.95

11 15 0.95

15 52 0.95

16 55/210 0.95/0.85

17 35 0.95

18 47 0.95
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A.4 30-Bus Medium Voltage Network
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Figure A.4: One-line diagram of the 30-bus test system.

Table A.6: 30-Bus test network connections and line parameters

Node from Node to Resistance (Ω) Reactance (Ω)

30 1 0.1464 0.4116

1 2 0.122 0.343

2 3 0.1342 0.3773

2 4 0.1708 0.4802

4 5 0.122 0.343

4 6 0.122 0.343

6 7 0.1342 0.3773

7 8 0.1464 0.4116

1 9 0.1464 0.4116

9 10 0.1464 0.4116

10 11 0.122 0.343

10 12 0.122 0.343

12 13 0.122 0.343

13 14 0.122 0.343

9 15 0.1342 0.3773

15 16 0.1342 0.3773

16 17 0.122 0.343
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16 18 0.1586 0.4459

18 19 0.1342 0.3773

19 20 0.122 0.343

15 21 0.1464 0.4116

21 22 0.1464 0.4116

22 23 0.1342 0.3773

22 24 0.122 0.343

21 25 0.1586 0.4459

25 26 0.1464 0.4116

25 27 0.1464 0.4116

27 28 0.1586 0.4459

27 29 0.1342 0.3773

Table A.7: 30-Bus test network load parameters

Node P [MW] Q [MVar]

0 0 0

1 0 0

2 0 0

3 0.85 0.52

4 0 0

5 0.7 0.21

6 0 0

7 0.22 0.09

8 0.33 0.11

9 0 0

10 0 0

11 0.9 0.45

12 0 0

13 0.35 0.15

14 1.26 0.64

15 0 0

16 0 0

17 0.76 0.43

18 0 0

206



Chapter A. Network Parameters

19 1.22 0.46

20 0.95 0.43

21 0 0

22 0 0

23 0.4 0.17

24 0.44 0.205

25 0 0

26 0.9 0.45

27 0 0

28 1.05 0.625

29 0.68 0.31
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